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#### Abstract

We start by giving an overview of the theory of indexed inductively and coinductively defined sets. We consider the theory of strictly positive indexed inductive definitions in a set theoretic setting. We show the equivalence between the definition as an indexed initial algebra, the definition via an induction principle, and the set theoretic definition of indexed inductive definitions. We review as well the equivalence of unique iteration, unique primitive recursion, and induction. Then we review the theory of indexed coinductively defined sets or final coalgebras. We construct indexed coinductively defined sets set theoretically, and show the equivalence between the category theoretic definition, the principle of unique coiteration, of unique corecursion, and of iteration together with bisimulation as equality. Bisimulation will be defined as an indexed coinductively defined set. Therefore proofs of bisimulation can be carried out corecursively. This fact can be considered together with bisimulation implying equality as the coinduction principle for the underlying coinductively defined set. Finally we introduce various schemata for reasoning about coinductively defined sets in an informal way: the schemata of corecursion, of indexed corecursion, of coinduction, and of corecursion for coinductively defined relations. This allows to reason about coinductively defined sets similarly as one does when reasoning about inductively defined sets using schemata of induction. We obtain the notion of a coinduction hypothesis, which is the dual of an induction hypothesis.


## 1 Introduction

When reasoning about inductive defined sets such as the natural numbers, we are used to argue informally while referring to the induction hypothesis. When for instance showing $\forall x, y, z \in \mathbb{N} .(x+y)+z=x+(y+z)$, we do not define

[^0]first a relation $R(z) \Leftrightarrow \forall x, y \cdot(x+y)+z=x+(y+z)$ and then argue that $R$ is closed under 0 and successor S . Instead one proves $(x+y)+0=x+(y+0)$ and proves $(x+y)+\mathrm{S}(z)=x+(y+\mathrm{S}(z)$ by using the induction hypothesis $(x+y)+z=x+(y+z)$.

Although these two versions are obviously equivalent, the version using the induction hypothesis is much more lightweight, and easier to teach to students.

When referring to coinductively defined sets, i.e. final coalgebras, we are currently usually following principles which are similar to referring to the closure of the relation $R$ under $0, \mathrm{~S}$ in inductive definitions. For instance when showing that two elements of a labelled transition system are bisimilar, one defines a relation on pairs of states of the transition system and shows that it is a bisimulation relation.

In this article we will discuss how to argue about coinductively defined sets in a similar way as we argue about inductive sets. This is made easier by following the approach in $[1,2,27,28]$ of introducing final coalgebras by their elimination rules rather than their introduction rules. For instance, instead of defining the set of streams of natural numbers as a set closed under cons: $\mathbb{N} \rightarrow$ Stream $\rightarrow$ Stream (and allowing infinite sequences of cons applications), we define Stream as a set such that we have head : Stream $\rightarrow \mathbb{N}$, and tail : Stream $\rightarrow$ Stream. This makes it easier to describe what the correct use of the corecursion hypothesis is: we can define $s: A \rightarrow$ Stream by defining head $(s(a)) \in \mathbb{N}$ and $\operatorname{tail}(s(a)) \in$ Stream. For defining tail we can use the corecursion hypothesis, i.e. define $\operatorname{tail}(s(a))=s\left(a^{\prime}\right)$ for some $a^{\prime}($ depending on $a)$.

Coinduction is the dual of induction. In Sect. 3 we will review the wellknown fact that the principle of induction is equivalent to the fact that there is only one solution for the equations defining a function by the principle of iteration. Therefore the principle of induction is just one way of expressing the fact that the principle of iteration has a unique solution. Dually, coinduction is a principle expressing that the principle of coiteration has a unique solution. In Sect. 8, Theorem 8.7 we will show that this principle is equivalent to the fact that bisimulation on coalgebras implies equality. Bisimulation can be defined coinductively. Therefore we can give proofs of bisimilarity by corecursion. Therefore coinduction can be considered as the principle that we can give proofs of equality by corecursion over the coinductive definition of bisimulation. The coinduction hypothesis is essentially the corecursion hypothesis in defining elements of the bisimilarity corecursively.

We hope that such schemata will make arguing about coinductively defined sets easier and less technical than it is at the moment.

We will in this article often use "coinductively defined set" for final coalgebra. The reason is that we want to use a terminology which suggests the use of corecursion and coinduction principles like those developed in this article, and which makes it clear that coinductively defined sets are the dual of inductively defined sets.

Content of this article We will start by introducing some notations in Sect. 2, where we will transfer notations from dependent type theory into set theory. Then we review in Sect. 3 the theory of indexed inductive definitions, and prove the equivalence between the category theoretic definition and the definition by induction. We use here restricted indexed inductive definitions as introduced in Peter Dybjer's and the author's articles [11, 13]. In Sect. 4 the notions of iteration and primitive recursion and their equivalence, if uniqueness is added, are reviewed. The main purpose of Sect. 3 and 4 is to motivate analogous definitions for coinductively defined sets, and make clear how they are obtained by dualising the concepts related to inductively defined sets. Our set theoretic definition of inductive definitions is based on defining its elements as terms, which are well-founded (in most standard examples therefore finitary) objects, and which can be represented in set theory in a straightforward way. Defining the elements of coinductively defined sets is more complicated, since the naïve interpretation using constructors would result in non-well-founded sets [3], whereas in ZF set theory all sets are well-founded. In Sect. 5 we give one way of introducing elements of coinductive sets set theoretically. Our construction is defined in such a way that it reflects the fact that coinductively defined sets are formed by giving their elimination rules or observations. In Sect. 6 we introduce the notions of coiteration, corecursion, and show the equivalence of those principles. In Sect. 7 we discuss a more convenient way of introducing elements of coinductively defined sets corecursively without having for each index to define a function. In Sect. 8 we introduce bisimulation, a principle of coinduction, and show that this principle of coinduction is equivalent to unique coiteration/corecursion. Finally in Sect. 9 we introduce various schemata for reasoning about coinductively defined sets informally. The schemata we introduce are corecursion, indexed corecursion, coinduction, and coinduction for bisimulation relations. We finish with a conclusion in Sect. 10.

We want to note that most of the material in Sect. $3-4$ is well known in the theory of initial algebras and inductively defined sets. The purpose of those sections is to give an overview over the theory of indexed inductive definitions, so that it is easier to see in later sections how coinductively defined sets are the dual of inductively defined sets. Sect. 5 is the adaption of a well known categorical construction to the indexed case. We hope the fact that it is rather concrete and reflects the fact that coinductively defined sets are formed by their elimination rules or observations helps to get a better understanding of coinductively defined sets. The main contribution of this article are in Sects. $6-9$, where the last section demonstrates, how to reason informally about coinductively defined sets.

We will work in this article set theoretically. The main reason for this is that the goal of this article is that ordinary mathematicians, who not necessarily work in type theory, should be able to use the schemata introduced in this article for reasoning about coalgebras. We believe that the reasoning principles can be transferred to extensional type theory, although further work is needed in order to make sure that all principles type-check. A transfer to intensional type theory, and therefore proof assistants such as Agda, would require further modifications. The main problem is that in order to obtain decidable type
checking in intensional type theory one needs to replace final coalgebras by weakly final coalgebras. So coinduction can only be used to prove that elements are bisimilar rather than equal.

Related Work The equivalence between induction principles and category theoretic definition of initial algebras is well known, in case of inductive-recursive definitions it has for instance been worked out in [12], although the equivalence of inductive definitions has been known much longer. The reduction of indexed inductive-definitions to Petersson-Synek Trees has been developed in container theory, see esp. [19, 14] but as well [6, 21]. There are various set theoretic models of final coalgebras, examples are de Bruin [8], Barr [7] or Aczel [4]. The equivalence between final coalgebras and bisimulation as equality and iteration is well known in the theory of coalgebras, see for instance the articles and textbooks by Rutten and Sangiori [24, 25, 26] (the theory is much older). The notion of bisimulation of processes was initially defined by Park [22] and Milner [20] as a greatest fixed point, and therefore as a coinductively defined relation. Dybjer has defined a set theoretic interpretation of type theory in [9] and with the author in [10].

In our previous article [27] we introduced coalgebras into type theory by giving formation-, elimination-, introduction- and equality-rules. There we argued, that coalgebras are formed by giving their elimination rules, and that the introduction rules and equality rules are derived. We didn't explore the principle of coinduction in that article. The current article elaborates on this, however not in the context of type theory but in a general set theoretic setting. The difficulty is that in intensional type theory we obtain only weakly final coalgebras.

Acknowledgements. The author wants to thank the anonymous referee for valuable comments which greatly have improved this article. The diagrams in this article were typeset using the diagrams package by Paul Taylor.

## 2 Notations

In the following, we will work mainly set theoretically, using for simplicity the theory of Zermelo Fraenkel set theory with the axiom of choice. Since our inspiration comes from Martin-Löf type theory, we will simulate basic constructions in type theory in set theory.

We will work in this article in the set theoretical model of type theory, as introduced for instance in Sect. 6 of [10]. In this model inductively defined sets are modelled as sets of terms, introduced by constructors, and function types are modelled as set theoretic functions. Since the idea of this article is to work directly in set theory, we will identify inductively defined sets with the least set introduced by constructors, and function types with the set theoretic function set.

Assumption 2.1 (a) We assume a finite set of constructor symbols $\mathrm{C}_{1}, \ldots$, $\mathrm{C}_{n}$ together with an arity $\operatorname{arity}\left(\mathrm{C}_{i}\right) \in \mathbb{N}$ associated with each of them.
(b) We assume a Gödel number $\left\lceil\mathrm{C}_{i}\right\rceil \in \mathbb{N}$ associated with each $\mathrm{C}_{i}$ such that $\left\lceil\mathrm{C}_{i}\right\rceil \neq\left\lceil\mathrm{C}_{j}\right\rceil$ for $i \neq j$.
(c) We assume some standard encoding of sequences of sets $a_{1}, \ldots, a_{n}$ as a set $\left\langle a_{1}, \ldots, a_{n}\right\rangle$, including the case $n=0$. We assume this is done in such $a$ way that there are functions which obtain from a code $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ its length $n$ and the ith element $a_{i}$.

Definition 2.2 (a) Let Set be the collection of sets.
(b) We will in the following use set theoretic notation for function application, i.e. we will write $f(a)$ for the application of $f$ to $a$.
(c) If C is an n-ary constructor we define

$$
\begin{aligned}
& \mathrm{C}: \operatorname{Set}^{n} \rightarrow \text { Set } \\
& \mathrm{C}\left(t_{1}, \ldots, t_{n}\right):=\left\langle\lceil\mathrm{C}\rceil, t_{1}, \ldots, t_{n}\right\rangle
\end{aligned}
$$

Definition 2.3 (a) Let $A \in$ Set and $B(x) \in$ Set depending on $x \in A$. We define the dependent function set as

$$
(a \in A) \rightarrow B(a):=\left\{f \in A \rightarrow \bigcup_{a \in A} B(a) \mid \forall a \in A . f(a) \in B(a)\right\}
$$

and the dependent product as

$$
(a \in A) \times B(a):=\{\langle a, b\rangle \mid a \in A, b \in B(a)\}
$$

Let $\pi_{0}$ and $\pi_{1}$ be the first and second projections, i.e. $\pi_{0}(\langle a, b\rangle)=a$, $\pi_{1}(\langle a, b\rangle)=b$.
(b)

$$
\begin{aligned}
& \left(x_{1} \in A_{1}\right) \rightarrow\left(x_{2} \in A_{2}\right) \rightarrow \cdots \rightarrow\left(x_{n} \in A_{n}\right) \rightarrow B \\
& \quad:=\left(x_{1} \in A_{1}\right) \rightarrow\left(\left(x_{2} \in A_{2}\right) \rightarrow\left(\cdots \rightarrow\left(\left(x_{n} \in A_{n}\right) \rightarrow B\right) \cdots\right)\right)
\end{aligned}
$$

(c)

$$
\begin{aligned}
& \left(x_{1} \in A_{1}\right) \times\left(x_{2} \in A_{2}\right) \times \cdots \times\left(x_{n} \in A_{n}\right) \\
& \quad:=\left(x_{1} \in A_{1}\right) \times\left(\left(x_{2} \in A_{2}\right) \times\left(\cdots \times\left(x_{n} \in A_{n}\right) \cdots\right)\right)
\end{aligned}
$$

(d) For $A, B \in$ Set let $A+B:=\{\operatorname{inl}(a) \mid a \in A\} \cup\{\operatorname{inr}(b) \mid b \in B\}$, where inl, inr are unary constructors.
(e) $\times$ binds stronger than + and + binds stronger than $\rightarrow$.
(f) Let $\mathbf{1}:=\{*\}$ where $*$ is a 0 -ary constructor.
(g) Let for a relation $R\left(x_{1}, \ldots, x_{n}\right)$

$$
\widehat{R}\left(x_{1}, \ldots, x_{n}\right):= \begin{cases}\mathbf{1} & \text { if } R\left(x_{1}, \ldots, x_{n}\right) \\ \emptyset & \text { otherwise }\end{cases}
$$

When writing an argument of a function as being an element of a relation, we write $R\left(x_{1}, \ldots, x_{n}\right)$ instead of $\widehat{R}\left(x_{1}, \ldots, x_{n}\right)$. For instance $(n \in \mathbb{N}) \rightarrow(n>0) \rightarrow \cdots$ means more precisely $(n \in \mathbb{N}) \rightarrow(n \widehat{>}) \rightarrow \cdots$.
(h) When having functions $f:(x \in A) \rightarrow(y \in B(x)) \rightarrow C(x, y)$ we write $f(x, y)$ for $f(x)(y)$, similarly for functions with more arguments.
(i) When referring to a function $f:(x \in A) \rightarrow(y \in B(x)) \rightarrow C(x, y)$ in a diagram we sometimes need its uncurried form $\widehat{\mathrm{f}}:(x \in A) \times(y \in B(x)) \rightarrow$ $C(x, y)$. In order to reduce notational overhead we will usually write $f$ instead of $\widehat{\mathrm{f}}$.
(j) When defining $f:(x \in(A \times B)) \rightarrow(c \in C(x)) \rightarrow D(x, c)$ we write $f(a, b, c)$ instead of $f(\langle a, c\rangle, c)$, similarly for longer products or functions with more arguments.

Definition 2.4 (a) For $\mathrm{I} \in \operatorname{Set}$ let $\operatorname{Set}^{\mathrm{I}}$ be the category of I-indexed sets with objects $A \in \mathrm{I} \rightarrow$ Set and morphisms $f: A \rightarrow B$ being set theoretic functions $f:(i \in \mathrm{I}) \rightarrow A(i) \rightarrow B(i)$.
(b) For $A, B \in \operatorname{Set}^{\mathrm{I}}$, Let $A+_{\mathrm{Set}^{\mathrm{I}}} B:=\lambda i . A(i)+B(i)$, $A \times_{\operatorname{Set}^{\mathrm{I}}} B=\lambda i . A(i) \times B(i)$. Furthermore, let

$$
\operatorname{inl}_{\mathrm{Set}^{\mathrm{t}}}:=\lambda i, x \cdot \operatorname{inl}(x): A \rightarrow A+B
$$

similarly for inr, $\pi_{0}, \pi_{1}$.
(c) For $X \subseteq \operatorname{Set}^{\mathrm{I}}$ let

$$
\begin{aligned}
\bigcap_{\mathrm{Set}^{\mathrm{I}}} X & :=\lambda i . \bigcap\{y(i) \mid y \in X\} \\
\bigcup_{\mathrm{Set}^{\mathrm{I}}} X & :=\lambda i . \bigcup\{y(i) \mid y \in X\}
\end{aligned}
$$

(d) For $X, Y \in \operatorname{Set}^{\mathrm{I}}$ let $X \subseteq_{\text {Set }^{\mathrm{I}}} Y: \Leftrightarrow \forall i \in \mathrm{I} . X(i) \subseteq Y(i)$.
(e) We will usually omit the index $\operatorname{Set}^{\mathrm{I}}$ in the notations introduced above.

## 3 Initial Algebras and Inductively Defined Sets

We consider in the following the theory of simultaneous inductive definitions of sets $\mathrm{D}(i)$ for $i \in \mathrm{I}$. We fix $\mathrm{I} \in$ Set.

In [11, 13] Dybjer and the author introduced indexed inductive-recursive definitions. We defined an indexed inductively defined set $\mathrm{U}: \mathrm{I} \rightarrow$ Set while simultaneously recursively defining a function $\mathrm{T}:(i \in \mathrm{I}) \rightarrow \mathrm{U}(i) \rightarrow E[i]$ for
some type $E[i] . \mathrm{U}(i)$ was a universe of codes for elements of a type, and $\mathrm{T}(i, u)$ was the type corresponding to code $u$. The special case of indexed inductively defined sets (more precisely strictly positive indexed inductively defined sets) is obtained by taking $E[i]=1$. Therefore T is equal to $\lambda i, x$.*. T becomes trivial and can be omitted. We call the set defined inductively in the following D instead of $U$ and omit in the following $T$.

In $[11,13]$ we considered two versions of indexed inductive(-recursive) definitions, restricted and generalised ones. Generalised inductive definitions have constructors of the form

$$
\begin{aligned}
\mathrm{C}: & \left(x_{1} \in A_{1}\right) \rightarrow\left(x_{2} \in A_{2}\left(x_{1}\right)\right) \rightarrow \cdots \rightarrow\left(x_{n} \in A_{n}\left(x_{1}, \ldots, x_{n-1}\right)\right) \\
& \rightarrow \mathrm{D}\left(\mathrm{i}\left(x_{1}, \ldots, x_{n}\right)\right)
\end{aligned}
$$

whereas in restricted ones the index of the result of C is given by the first argument, so

$$
\begin{aligned}
& \mathrm{C}:(i \in \mathrm{I}) \rightarrow\left(x_{1} \in A_{1}(i)\right) \rightarrow\left(x_{2} \in A_{2}\left(i, x_{1}\right)\right) \rightarrow \cdots \rightarrow\left(x_{n} \in A_{n}\left(i, x_{1}, \ldots, x_{n-1}\right)\right) \\
& \quad \rightarrow \mathrm{D}(i)
\end{aligned}
$$

Restricted indexed inductive definitions allow decidable case distinction on elements of the set D defined inductively: an element of $\mathrm{D}(i)$ must be of the form $\mathrm{C}\left(i, x_{1}, \ldots, x_{n}\right)$ for one of the constructors of D . In case of general indexed inductive definitions we can in general not decide whether $\mathrm{C}\left(x_{1}, \ldots, x_{n}\right)$ forms an element of $\mathrm{D}(i)$, since we can in general not decide whether $\mathrm{i}\left(x_{1}, \ldots, x_{n}\right)=\mathrm{i}$.

We consider in the following only restricted indexed inductive definitions, since indexed inductive definitions are here mainly treated in order to motivate coinductively defined sets later, for which restricted ones are the natural choice.

Strictly positive restricted indexed inductive definitions are the least sets closed under constructors like C as before. In a notation borrowed from the type theoretic theorem prover Agda we write for the fact that Tree is this least set:
data D : I $\rightarrow$ Set where
$\mathrm{C} \quad: \quad(i \in \mathrm{I}) \rightarrow\left(x_{1} \in A_{1}(i)\right) \rightarrow \cdots \rightarrow\left(x_{n} \in A_{n}\left(i, x_{1}, \ldots, x_{n-1}\right)\right) \rightarrow \mathrm{D}(i)$
$\mathrm{C}^{\prime} \quad: \quad(i \in \mathrm{I}) \rightarrow\left(y_{1} \in A_{1}^{\prime}(i)\right) \rightarrow \cdots \rightarrow\left(y_{m} \in A_{m}^{\prime}\left(i, y_{1}, \ldots, y_{m-1}\right)\right) \rightarrow \mathrm{D}(i)$

Strict positivity means that $A_{k}(i, \vec{x})$ are either sets which were defined before $\mathrm{D}(i)$ was introduced (non-inductive arguments), or are of the form $(b \in$ $B(i, \vec{x})) \rightarrow \mathrm{D}(j(i, \vec{x}, b))$ (inductive arguments). Since we do not know anything about $\mathrm{D}(i)$, later arguments cannot depend on previous inductive arguments. ${ }^{1}$

Therefore we obtain an equivalent inductive definition by moving all inductive arguments to the end. Now we can replace all non-inductive arguments by one single one by forming a product (and letting the later arguments depend on the projections). The inductive arguments $\left(\left(b \in B_{1}(i, \vec{x})\right) \rightarrow\right.$

[^1]$\left.\mathrm{D}\left(j_{1}(i, \vec{x}, b)\right)\right) \rightarrow \cdots \rightarrow\left(\left(b \in B_{k}(i, \vec{x})\right) \rightarrow \mathrm{D}\left(j_{k}(i, \vec{x}, b)\right) \rightarrow\right.$ can be replaced by $\left(\left(b \in\left(B_{1}(i, \vec{x}) \times \cdots \times B_{k}(i, \vec{x})\right)\right) \rightarrow \mathrm{D}\left(j^{\prime}(i, \vec{x}, b)\right)\right.$ for some suitable $j^{\prime}$ (in the special case where there is no inductive argument, we obtain an inductive argument $\emptyset \rightarrow \mathrm{D}$ ). Therefore an inductive definition can be replaced by one having constructors of the form
$$
\mathrm{C}_{k}:(i \in \mathrm{I}) \rightarrow\left(a \in A_{k}(i)\right) \rightarrow\left(\left(b \in B_{k}(i, a)\right) \rightarrow \mathrm{D}(j(i, a, b))\right) \rightarrow \mathrm{D}(i)
$$

Assuming we have constructors $\mathrm{C}_{0}, \ldots, \mathrm{C}_{n-1}$ we can replace all constructors by one single one of type

$$
\begin{aligned}
\mathrm{C} & :(i \in \mathrm{I}) \\
& \rightarrow(k \in\{0, \ldots, n-1\}) \\
& \rightarrow\left(a \in A_{k}(i)\right) \\
& \rightarrow\left(\left(b \in B_{k}(i, a)\right) \rightarrow \mathrm{D}(j(i, a, b))\right) \\
& \rightarrow \mathrm{D}(i)
\end{aligned}
$$

which after merging the two non-inductive arguments into one becomes

$$
\mathrm{C}:(i \in \mathrm{I}) \rightarrow(a \in \mathrm{~A}(i)) \rightarrow((b \in \mathrm{~B}(i, a)) \rightarrow \mathrm{D}(\mathrm{j}(i, a, b))) \rightarrow \mathrm{D}(i)
$$

This is the Petersson-Synek Tree ([23]), which is an indexed version of MartinLöf's W-type. The Petersson-Synek trees subsume all strictly positive inductive definitions. They are initial algebras of indexed containers in the theory of containers, see $[6,21]$. In $[14,19]$ a formal proof that initial algebras of indexed containers and therefore Petersson-Synek trees subsume all indexed inductive definitions is given.

We write in the following Tree instead of D and tree for the constructor C . Let us fix in the following $A, B, j$ :

Assumption 3.1 (a) In the following assume
I $\in$ Set
A : I $\rightarrow$ Set
$\mathrm{B} \quad: \quad(i \in \mathrm{I}) \rightarrow \mathrm{A}(i) \rightarrow$ Set
$\mathrm{j} \quad: \quad(i \in \mathrm{I}) \rightarrow(a \in \mathrm{~A}(i)) \rightarrow \mathrm{B}(i, a) \rightarrow \mathrm{I}$
(b) Let tree be a constructor of arity 3 .

In the above we have

$$
\begin{aligned}
\text { tree }: & (i \in \mathrm{I}) \rightarrow(a \in \mathrm{~A}(i)) \rightarrow((b \in \mathrm{~B}(i, a)) \rightarrow \text { Tree }(\mathrm{j}(i, a, b))) \\
& \rightarrow \text { Tree }(i)
\end{aligned}
$$

In the data-notation introduced above we denote this by:

$$
\begin{aligned}
\text { data Tree }: & \mathrm{I} \rightarrow \text { Set where } \\
\text { tree }: & (i \in \mathrm{I}) \rightarrow(a \in \mathrm{~A}(i)) \rightarrow((b \in \mathrm{~B}(i, a)) \rightarrow \text { Tree }(\mathrm{j}(i, a, b))) \\
& \rightarrow \text { Tree }(i)
\end{aligned}
$$

We will now repeat the well-known argument, that the categorical definition of inductive definitions is equivalent to the induction principle. The dual of this argument will then be used to determine the equivalence between the categorical definition of coalgebras and the corresponding coinduction principle.
Definition 3.2 (a) Let the functor $\mathrm{F}: \operatorname{Set}^{\mathrm{I}} \rightarrow \operatorname{Set}^{\mathrm{I}}$ be given by

$$
\begin{aligned}
& \mathrm{F}(X, i):=(a \in \mathrm{~A}(i)) \times((b \in \mathrm{~B}(i, a)) \rightarrow X(\mathrm{j}(i, a, b))) \\
& \text { and for } f: X \rightarrow Y \\
& \mathrm{~F}(f): \mathrm{F}(X) \rightarrow \mathrm{F}(Y) \\
& \mathrm{F}(f, i,\langle a, g\rangle):=\langle a, \lambda b . f(\mathrm{j}(i, a, b), g(b))\rangle
\end{aligned}
$$

(b) An F-algebra, where F is as above, is a pair $(X, f)$ such that $X \in \operatorname{Set}^{\mathrm{I}}$ and $f: \mathrm{F}(X) \rightarrow X$.
(c) The categorical definition ${ }^{2}$ of Tree is that (Tree, tree) is an initial Falgebra ${ }^{3}$, which means:

- (Tree, tree) is an F-algebra.
- For any other F-algebra $(X, f)$ there exists a unique $g$ : Tree $\rightarrow X$ s.t. the following diagram commutes


We call $g$ the unique F-algebra homomorphism into $(X, f)$.
(d) The inductive definition of Tree is given by ${ }^{4}$

- (Tree, tree) is an F-algebra
- for any formula $\varphi(i, x)$ depending on $i \in \mathrm{I}$ and $x \in \operatorname{Tree}(i)$ we have that if

$$
\begin{align*}
\forall i \in & \mathrm{I} . \forall a \in \mathrm{~A}(i) . \forall f \in(b \in \mathrm{~B}(i, a)) \rightarrow \operatorname{Tree}(\mathrm{j}(i, a, b)) . \\
& (\forall b \in \mathrm{~B}(i, a) \cdot \varphi(\mathrm{j}(i, a, b), f(b))) \\
& \rightarrow \varphi(i, \operatorname{tree}(i, a, f)) \tag{Prog}
\end{align*}
$$

[^2]then
$$
\forall i \in \operatorname{I.} . \forall x \in \operatorname{Tree}(i) . \varphi(i, x)
$$

We call the assumption $\operatorname{Prog}(\varphi)$ that " $\varphi$ is progressive".
(e) The set theoretic definition of Tree is given by

$$
\text { Tree }=\llbracket \text { Tree } \rrbracket
$$

where

$$
\llbracket \text { Tree } \rrbracket:=\bigcap\left\{X \in \operatorname{Set}^{\mathrm{I}} \mid(X, \text { tree }) \text { is an } \mathrm{F} \text {-algebra }\right\}
$$

Lemma 3.3 【Tree】 is a set.
Proof: We repeat the standard argument. Define by induction on the ordinals $\mathrm{F}^{\alpha}, \mathrm{F}^{<\alpha} \in \operatorname{Set}^{\mathrm{I}}$,

$$
\begin{aligned}
& \mathrm{F}^{\alpha}(i):=\left\{\operatorname{tree}(i, a, f) \mid\langle a, f\rangle \in \mathrm{F}\left(\mathrm{~F}^{<\alpha}, i\right)\right\} \\
& \mathrm{F}^{<\alpha}:=\bigcup_{\beta<\alpha} \mathrm{F}^{\beta}
\end{aligned}
$$

F is monotone, and therefore $\mathrm{F}^{\alpha} \subseteq \mathrm{F}^{\beta}$ for $\alpha<\beta$. Let $\kappa$ be a regular infinite cardinal, $\kappa>\operatorname{card}(B(i, a))$ for $i \in \mathrm{I}$ and $a \in \mathrm{~A}(i)($ where $\operatorname{card}(x)$ is the cardinality of $x$ ).

We show that $\left(\mathrm{F}^{<\kappa}\right.$, tree) is an F -algebra. Assume $\langle a, f\rangle \in \mathrm{F}\left(\mathrm{F}^{<\kappa}, i\right)$. Then $a \in \mathrm{~A}(i), f \in(b \in \mathrm{~B}(i, a)) \rightarrow \mathrm{F}^{<\kappa}(\mathrm{j}(i, a, b))$. Therefore, for $b \in \mathrm{~B}(i, a)$ there exist $\beta<\kappa$ s.t. $f(b) \in \mathrm{F}^{\beta}(\mathrm{j}(i, a, b))$. By the regularity of $\kappa$ and $\kappa>\operatorname{card}(\mathrm{B}(i, a))$ there exists a $\gamma<\kappa$ s.t. for all $b \in \mathrm{~B}(i, a)$ we have $f(b) \in \mathrm{F}^{\gamma}(\mathrm{j}(i, a, b))$. Therefore tree $(i, a, f) \in \mathrm{F}^{\gamma+1}(i) \subseteq \mathrm{F}^{<\kappa}(i)$.

It follows $\llbracket$ Tree $\rrbracket \subseteq \mathrm{F}^{<\kappa}$ which is a set.
In fact $\llbracket$ Tree $\rrbracket=\mathrm{F}^{<\kappa}$, since one can show by induction on $\alpha$ that for any F-algebra ( $X$, tree) we have $\mathrm{F}^{\alpha} \subseteq X$, and therefore $\mathrm{F}^{<\kappa} \subseteq X$, so ( $\mathrm{F}^{\kappa}$, tree) is the initial algebra.

The following theorem is well known. We show it since it provides the key idea for the coinduction principle introduced later.

Theorem 3.4 The following is equivalent:
(a) The categorical definition of Tree.
(b) The inductive definition of Tree.
(c) The set theoretic definition of Tree.

Proof: (a) implies (b): Let $\varphi(i, x)$ be progressive. Define $E \in \operatorname{Set}^{\mathrm{I}}, E(i):=$ $\{x \in \operatorname{Tree}(i) \mid \varphi(i, x)\}$. By progressivity of $\varphi$ we obtain tree $: \mathrm{F}(E) \rightarrow E$,
therefore ( $E$, tree) is an F-algebra. Let $h:=\lambda i . x . x: E \rightarrow$ Tree be the embedding function, $g$ the unique F-algebra homomorphism $E \rightarrow$ Tree, and consider


The upper diagram commutes by definition of $g$. The lower diagram obviously commutes. $h \circ g:$ Tree $\rightarrow$ Tree and the identity function id : Tree $\rightarrow$ Tree are two functions which make the outer diagram commute. By uniqueness of this function we get that $h \circ g=$ id, i.e. $\forall i \in \operatorname{I} . \forall x \in \operatorname{Tree}(i) . g(i, x)=x$, and therefore $\forall i \in \operatorname{I} . \forall x \in \operatorname{Tree}(i) . x \in E(i), \forall i \in \operatorname{I} . \forall x \in \operatorname{Tree}(i) . \varphi(i, x)$.

Proof of (b) implies (a): Let $(X, f)$ be an F-homomorphism. The existence of a unique $g$ follows as for the recursion theorem in set theory: One first defines for $i \in \mathrm{I}$ and $t \in \operatorname{Tree}(i) \mathrm{TC}(i, t)$ as the least set such that,

- if $t=\operatorname{tree}(i, a, g), b \in \mathrm{~B}(i, a)$ then $\langle\mathrm{j}(i, a, b), g(b)\rangle \in \mathrm{TC}(i, t)$,
- if $\left\langle i^{\prime}, \operatorname{tree}\left(i^{\prime}, a, g\right)\right\rangle \in \mathrm{TC}(i, t)$ and $b \in \mathrm{~B}\left(i^{\prime}, a\right)$ then $\left\langle\mathrm{j}\left(i^{\prime}, a, b\right), g(b)\right\rangle \in$ $\mathrm{TC}(i, t)$.

So Tree $(i, t)$ contains all proper subtrees of $t$ and contains for every tree its subtrees.

Then it follows that we have course of value induction on Tree, i.e. if $\varphi$ is course of value progressive, written $\operatorname{Prog}_{\text {coursevalue }}(\varphi)$, i.e.

$$
\forall i \in \operatorname{I} . \forall t \in \operatorname{Tree}(i) .\left(\forall\left\langle i^{\prime}, t^{\prime}\right\rangle \in \operatorname{TC}(i, t) \cdot \varphi\left(i^{\prime}, t^{\prime}\right)\right) \rightarrow \varphi(i, t)
$$

then $\forall i \in \operatorname{I} . \forall t \in \operatorname{Tree}(i) . \varphi(i, t)$. When showing this one shows first by induction on $i \in \mathrm{I}, t \in \operatorname{Tree}(i)$ that $\forall i \in \mathrm{I} . \forall t \in \operatorname{Tree}(i) . \forall\left\langle i^{\prime}, y\right\rangle \in \operatorname{TC}(i, t) . \varphi\left(i^{\prime}, y\right)$, which implies $\forall i \in \operatorname{I} . \forall t \in \operatorname{Tree}(i) . \varphi(i, t)$. Let $\mathrm{TC}^{\prime}(i, t) \in \operatorname{Set}^{\mathrm{I}}, \mathrm{TC}^{\prime}\left(i, t, i^{\prime}\right)=\left\{t^{\prime} \mid\right.$ $\left.\left\langle i^{\prime}, t^{\prime}\right\rangle \in \mathrm{TC}(i, t)\right\}$. Then one shows by course of value induction that for every $i \in \mathrm{I}, t \in \operatorname{Tree}(i)$ there exists a unique function $g: \mathrm{TC}^{\prime}(i, t) \rightarrow X$ which fulfils the condition of the iteration principle given by the categorical diagram, restricted to $\mathrm{TC}^{\prime}(i, t)$. We now obtain a function $g$ : Tree $\rightarrow X$ fulfilling the same equations, and show easily its uniqueness.

Proof of (c) implies (b): Assume $\varphi$ is progressive. Define $E$ as in the direction "(a) implies (b)". ( $E$, tree) is an F-algebra, therefore Tree $\subseteq E$.

Proof of (b) implies (c): We show first by induction on Tree that $\forall i \in \mathrm{I} . \forall x \in$ Tree $(i) . x \in \llbracket$ Tree $\rrbracket(i)$, therefore Tree $\subseteq \llbracket$ Tree $\rrbracket$. Furthermore, (b) implies that (Tree, tree) is an F-algebra, and therefore $\llbracket$ Tree $\rrbracket \subseteq$ Tree.

## 4 Iteration, Recursion, Induction

In Sect. 6 we will introduce the principles of coiteration and corecursion. In order to see that these principles are the dual of iteration and primitive recursion, we repeat in this section the definition of those principles as well as the principle of type theoretic induction. We will give as well the (well-known) proof that the principles of being an initial F-algebra, of unique iteration, of unique primitive recursion, and of type theoretic induction are equivalent, which will as well be dualised in Sect. 6.

Definition 4.1 Assume Tree : I $\rightarrow$ Set and tree : F(Tree) $\rightarrow$ Tree. ${ }^{5}$
(a) By"(Tree, tree) satisfies the principle of unique iteration" we mean the following: Assume

$$
\begin{aligned}
& X: \mathrm{I} \rightarrow \text { Set } \\
& f \quad: \quad(i \in \mathrm{I}) \rightarrow((a \in \mathrm{~A}(i)) \times((b \in \mathrm{~B}(i, a)) \rightarrow X(\mathrm{j}(i, a, b)))) \\
& \rightarrow X(i)
\end{aligned}
$$

Then there exists a unique $g$ : Tree $\rightarrow X$ such that

$$
g(i, \operatorname{tree}(i, a, h))=f(i,\langle a, \lambda b . g(\mathrm{j}(i, a, b), h(b))\rangle)
$$

(b) By"(Tree, tree) satisfies the principle of unique primitive recursion" we mean the following: Assume

$$
\begin{array}{rll}
X: & \mathrm{I} \rightarrow \text { Set } & \\
f: & :(i \in \mathrm{I}) \rightarrow & ((a \in \mathrm{~A}(i)) \times \\
& & ((b \in \mathrm{~B}(i, a)) \rightarrow(\operatorname{Tree}(\mathrm{j}(i, a, b)) \times X(\mathrm{j}(i, a, b))))) \\
& \rightarrow X(i)
\end{array}
$$

Then there exists a unique $g$ : Tree $\rightarrow X$ such that

$$
g(i, \operatorname{tree}(i, a, h))=f(i,\langle a, \lambda b \cdot\langle h(b), g(\mathrm{j}(i, a, b), h(b))\rangle\rangle)
$$

(c) By"(Tree, tree) satisfies the principle of unique type theoretic induction" we mean the following: Assume

$$
\begin{aligned}
X: \quad(i \in \mathrm{I}) \rightarrow & \operatorname{Tree}(i) \rightarrow \text { Set } \\
f: \quad(i \in \mathrm{I}) \rightarrow & ((a \in \mathrm{~A}(i)) \times \\
& (h:(b \in \mathrm{~B}(i, a)) \rightarrow((t \in \operatorname{Tree}(\mathrm{j}(i, a, b))) \times X(\mathrm{j}(i, a, b), t)))) \\
& \rightarrow X\left(i, \operatorname{tree}\left(i, a, \pi_{0} \circ h\right)\right)
\end{aligned}
$$

Then there exists a unique $g:(i \in \mathrm{I}) \rightarrow(t \in \operatorname{Tree}(i)) \rightarrow X(i, t)$ such that

$$
g(i, \operatorname{tree}(i, a, h))=f(i,\langle a, \lambda b .\langle h(b), g(\mathrm{j}(i, a, b), h(b))\rangle\rangle)
$$

[^3](d) By"(Tree, tree) satisfies the principle of iteration, primitive recursion or type theoretic induction" we mean that it satisfies the corresponding principle as above, but omitting the condition that $g$ is unique.

Theorem 4.2 Assume Tree is a set s.t. tree : F (Tree) $\rightarrow$ Tree.
The following are equivalent
(a) (Tree, tree) is an initial F-algebra.
(b) (Tree, tree) satisfies the principle of unique iteration.
(c) (Tree, tree) satisfies the principle of unique primitive recursion.
(d) (Tree, tree) satisfies the principle of type theoretic induction.
(e) (Tree, tree) satisfies the principle of unique type theoretic induction.

Proof: (a) and (b) are equivalent since the principle of iteration is nothing but the commutativity of the diagram spelt out.
(a) implies (e): Define for $X, f$ as in the definition of type-theoretic induction

$$
\begin{aligned}
& X^{\prime}: \mathrm{I} \rightarrow \text { Set } \\
& X^{\prime}(i)=(t \in \operatorname{Tree}(i)) \times X(i, t) \\
& h: \mathrm{F}\left(X^{\prime}\right) \rightarrow X^{\prime} \\
& h(i,\langle a, k\rangle)=\left\langle\operatorname{tree}\left(i, a, \pi_{0} \circ k\right), f(i,\langle a, k\rangle)\right\rangle
\end{aligned}
$$

Consider the diagram


There exists a unique $g^{\prime}$ such that the upper part of the diagram commutes. The lower part of the diagram commutes trivially. Both $\pi_{0} \circ g^{\prime}$ and id : Tree $\rightarrow$ Tree make the outer diagram commute. By uniqueness we get $\pi_{0} \circ g^{\prime}=\mathrm{id}$. Therefore $g^{\prime}(i, t)=\langle t, g(i, t)\rangle$ for some $g:(i: \mathrm{I}) \rightarrow \operatorname{Tree}(i) \rightarrow X^{\prime}(i, t)$, and we see immediately that $g$ satisfies the equations for type-theoretic induction.

Assume $g_{0}$ is another solution for the equations for type theoretic induction in the theorem. Let $g_{0}^{\prime}:$ Tree $\rightarrow X^{\prime}, g_{0}^{\prime}(i, t)=\left\langle t, g_{0}(i, t)\right\rangle$. Then the upper
diagram above with $g^{\prime}$ replaced by $g_{0}^{\prime}$ commutes as well. By uniqueness of $g^{\prime}$ it follows $g_{0}^{\prime}=g^{\prime}$ and therefore $g_{0}=g$.

Obviously, (e) implies (d).
(d) implies (c). We immediately obtain (d) implies the principle of primitive recursion, since it is a special case of type theoretic induction. We get as well unique primitive recursion: Assume $X, f$ as in the definition of unique primitive recursion, and let $g, g^{\prime}:$ Tree $\rightarrow X$ be two solutions for the primitive recursion equation. Let

$$
\begin{aligned}
& X^{\prime}:(i \in I) \rightarrow \text { Tree }(i) \rightarrow \text { Set } \\
& X^{\prime}(i, t)=g(i, t) \widehat{=} g^{\prime}(i, t)
\end{aligned}
$$

Let $f^{\prime}$ be of the type of the function underlying the principle of type-theoretic induction w.r.t. $X^{\prime}, f^{\prime}(i,\langle a, h\rangle)=* \in X^{\prime}(i, t)$, where $t:=\operatorname{tree}\left(i, a, \pi_{0} \circ h\right)$. $f^{\prime}(i,\langle a, h\rangle) \in X^{\prime}(i, t)$, since for $b \in \mathrm{~B}(i, a)$ we have, with $j^{\prime}:=\mathrm{j}(i, a, b)$, that $\pi_{1}(h(b)) \in X^{\prime}\left(j^{\prime}, \pi_{0}(h(b))\right)$, therefore $g\left(j^{\prime}, \pi_{0}(h(b))\right)=g^{\prime}\left(j^{\prime}, \pi_{0}(h(b))\right)$, and therefore $g(i, t)=g^{\prime}(i, t)$. Let $g^{\prime \prime}$ be defined by the principle of induction w.r.t. $X^{\prime}$ and $f^{\prime}$. Then we have $g^{\prime \prime}:(i \in \mathrm{I}) \rightarrow(t \in \operatorname{Tree}(i)) \rightarrow X^{\prime}(i, t)$, and therefore for $i \in \mathrm{I}, t \in \operatorname{Tree}(i)$ we have $g(i, t)=g^{\prime}(i, t)$.
(c) implies (b) since iteration is a special case of primitive recursion.

When dualising inductive definitions, we will not obtain a direct dual of type theoretic induction. We obtain only duals of iteration and recursion. So when dualising the current theorem, we need to omit (d) and (e) and therefore dualise a proof that (a) implies (c). But a proof that (a) implies (c) is essentially the same as the proof that (a) implies (e), where one omits the dependencies of $X^{\prime}$ on Tree $(i)$.

## 5 Modelling Coinductive Sets in Set Theory

In case of inductive definitions it was easy to model inductively defined sets set-theoretically, since we could simply model the well-founded trees set theoretically. When defining coinductively defined sets (or final coalgebras) we obtain non-well-founded trees. If we define the elements as terms introduced by the constructor tree as used before (which was fixed function), then the coinductively defined set would need to be defined as a non-well-founded sets [3]. This can be overcome by introducing coinductively defined sets by their eliminators, and in the following we will give one concrete way of defining them. We can then define a constructor for introducing elements, this constructor is not the function tree defined before. We note that there are many different ways known for defining non-well-founded trees in set theory, our approach here is inspired by Aczel [4]. It can be considered as an indexed explicit version of the standard limit construction of coalgebras. This construction is a category theoretic construction, it is essentially the $\omega$-limit of $\mathrm{F}^{n}$. One of the earliest versions of such a construction seems to be [5], which is an extension of [3].

One advantage of this concrete representation of coinductively defined sets over other more abstract constructions is that because it is very concrete it is easy to have a feeling of what the elements of the coinductively defined sets
are. As one can see the elements of coalgebras are descriptions of the result of applying the eliminators to them (several times in case of the eliminator $\mathrm{E}_{2}$ which returns an element of the coalgebra). So this construction follows the slogan "an element of a coalgebra is determined by the result of applying the eliminators to it".

Assume I, A, B, j, F as before.
Definition 5.1 - An F-coalgebra $(X, f)$ is given by $X \in \operatorname{Set}^{\mathrm{I}}$ and $f: X \rightarrow$ $\mathrm{F}(X)$.

- An F-coalgebra $(X, f)$ is a final F-coalgebra if for any F-coalgebra $(Y, g)$ there exists a unique $h: Y \rightarrow X$ s.t.


We will in the following construct a final F-coalgebra (【Tree ${ }^{\infty} \rrbracket$, E). So we have

$$
\begin{aligned}
\mathrm{E} & :(i \in \mathrm{I}) \rightarrow \llbracket \text { Tree }^{\infty} \rrbracket(i) \\
& \rightarrow\left((a \in \mathrm{~A}(i)) \times\left((b \in \mathrm{~B}(i, a)) \rightarrow \llbracket \text { Tree }^{\infty} \rrbracket(\mathrm{j}(i, a, b))\right)\right)
\end{aligned}
$$

We can replace the eliminator (or case distinction) E by two eliminators

$$
\begin{aligned}
& \mathrm{E}_{1}: \quad(i \in \mathrm{I}) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket(i) \rightarrow \mathrm{A}(i) \\
& \mathrm{E}_{2}: \quad: \quad(i \in \mathrm{I}) \rightarrow\left(t \in \llbracket \operatorname{Tree}^{\infty} \rrbracket(i)\right) \rightarrow\left(b \in \mathrm{~B}\left(i, \mathrm{E}_{1}(i, t)\right)\right) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, t), b\right)\right)
\end{aligned}
$$

$\mathrm{E}_{1}$ returns the label of the tree and $\mathrm{E}_{2}$ its subtrees. Since $\mathrm{E}_{1}, \mathrm{E}_{2}$ are the two components of E we will in the following freely switch between E and $\mathrm{E}_{1}, \mathrm{E}_{2}$.

We summarise that $\llbracket T r e e^{\infty} \rrbracket$ is an F-coalgebra as follows:

$$
\begin{array}{ll}
\llbracket \operatorname{Tree}^{\infty} \rrbracket & : \mathrm{I} \rightarrow \text { Set } \\
\mathrm{E}_{1} & :(i \in \mathrm{I}) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket(i) \rightarrow \mathrm{A}(i) \\
\mathrm{E}_{2} & : \quad(i \in \mathrm{I}) \rightarrow\left(b \in \mathrm{~B}\left(i, \mathrm{E}_{1}(i, t)\right)\right) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, t), b\right)\right)
\end{array}
$$

The idea for defining $\llbracket T r e e^{\infty} \rrbracket: I \rightarrow$ Set and $\mathrm{E}_{i}$ as follows: An element of $\llbracket T r e e^{\infty} \rrbracket$ is anything which, when applying $\mathrm{E}_{1}$ and $\mathrm{E}_{2}$ to it, returns meaningful results. When applying $\mathrm{E}_{1}$ we obtain an element of $A(i)$, which we can observe directly. When applying $\mathrm{E}_{2}$ (with an argument in $B(i, a)$ ) we obtain an element of $\llbracket \operatorname{Tree}^{\infty} \rrbracket(j)$ for some $j$, which we cannot observe directly. However we can continue applying $\mathrm{E}_{2}$ several times and then $\mathrm{E}_{1}$ to obtain an observable result. The observations we have are therefore that we apply several times $\mathrm{E}_{2}$ to it and then $\mathrm{E}_{1}$ to it and obtain an element of $A(i)$ for some $i$.

This means that the observations from an element of 【Tree ${ }^{\infty} \rrbracket(i)$ are if we set $i_{0}=i$, an element $a_{0} \in \mathrm{~A}\left(i_{0}\right)$ which would be the result of applying $\mathrm{E}_{1}$; we
can then continue by choosing an arbitrary $b_{0} \in \mathrm{~B}\left(i_{0}, a_{0}\right)$, have now a new index $i_{1}=\mathrm{j}\left(i_{0}, a_{0}, b_{0}\right)$. For this index we could apply $\mathrm{E}_{1}$ to it and obtain an element $a_{1} \in \mathrm{~A}\left(i_{1}\right)$, or apply for an arbitrary $b_{1} \in \mathrm{~B}\left(i_{0}, a_{0}\right)$, an element corresponding to index $i_{2}=\mathrm{j}\left(i_{0}, a_{0}, b_{0}\right)$ and so on.

The observations are therefore a set of sequences $\left\langle i_{0}, a_{0}, b_{0}, i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle$, where $i_{0}=i, a_{k} \in \mathrm{~A}\left(i_{k}\right), b_{k} \in \mathrm{~B}\left(i_{k}, a_{k}\right)$ and $i_{k+1}=\mathrm{j}\left(i_{k}, a_{k}, b_{k}\right)$. Here $b_{k}$ can be chosen freely, whereas $a_{k}$ is defined uniquely depending on previous occurrences of $b_{k^{\prime}}$. An element of $\llbracket T r e e^{\infty} \rrbracket$ is determined by those observations and therefore identified with those observations. This gives rise to the following definition of $\llbracket T_{T r e e^{\infty} \rrbracket \text { as a set of such sequences: }}$

Definition 5.2 (a) Let for $i \in \mathrm{I}$

$$
\begin{aligned}
\operatorname{Seq}_{\llbracket \operatorname{Tree}^{\infty} \rrbracket}(i):=\left\{\left\langle i_{0}, a_{0}, b_{0}, i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \mid\right. \\
n \geq 0, i_{0}=i, \\
\left(\forall k \in\{0, \ldots, n-1\} \cdot b_{k} \in \mathrm{~B}\left(i_{k}, a_{k}\right) \wedge i_{k+1}=\mathrm{j}\left(i_{k}, a_{k}, b_{k}\right)\right), \\
\left.\forall k \in\{0, \ldots, n\} \cdot a_{k} \in \mathrm{~A}\left(i_{k}\right)\right\}
\end{aligned}
$$

(b) Let $\llbracket \operatorname{Tree}^{\infty} \rrbracket(i)$ be the set of $t \subseteq \operatorname{Seq}_{\llbracket \operatorname{Tree}^{\infty} \rrbracket}(i)$ such that the following holds:

- $\left\langle i_{0}, a_{0}, b_{0}, \ldots, i_{n+1}, a_{n+1}\right\rangle \in t \rightarrow\left\langle i_{0}, a_{0}, b_{0}, \ldots, i_{n}, a_{n}\right\rangle \in t$
- $\exists!a .\langle i, a\rangle \in t$,
- $\left\langle i_{0}, a_{0}, b_{0}, \ldots, i_{n}, a_{n}\right\rangle \in t \wedge b_{n} \in \mathrm{~B}\left(i_{n}, a_{n}\right) \wedge i_{n+1}=\mathrm{j}\left(i_{n}, a_{n}, b_{n}\right)$

$$
\rightarrow \exists!a_{n+1} \cdot\left\langle i_{0}, a_{0}, b_{0}, \ldots, i_{n}, a_{n}, b_{n}, i_{n+1}, a_{n+1}\right\rangle \in t
$$

(c) Define

$$
\begin{aligned}
& \mathrm{E}_{1}:(i \in \mathrm{I}) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket(i) \rightarrow \mathrm{A}(i) \\
& \mathrm{E}_{1}(i, t):=a \quad \text { if }\langle i, a\rangle \in t
\end{aligned}
$$

(d) Define

$$
\begin{aligned}
\mathrm{E}_{2}: & \left((i \in \mathrm{I}) \rightarrow\left(t \in \llbracket \operatorname{Tree}^{\infty} \rrbracket(i)\right) \rightarrow\left(b \in \mathrm{~B}\left(i, \mathrm{E}_{1}(i, t)\right)\right)\right. \\
& \rightarrow \llbracket \text { Tree } \rrbracket \rrbracket\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, t), b\right)\right) \\
\mathrm{E}_{2}(i, t, b):= & \left\{\left\langle i_{1}, a_{1}, b_{1}, \ldots, i_{n+1}, a_{n+1}\right\rangle\right. \\
& \left.\mid\left\langle i, \mathrm{E}_{1}(i, t), b, i_{1}, a_{1}, b_{1}, \ldots, i_{n+1}, a_{n+1}\right\rangle \in t\right\}
\end{aligned}
$$

(e) Define

$$
\begin{aligned}
& \mathrm{E}:(i \in \mathrm{I}) \rightarrow\left(t \in \llbracket \text { Tree }^{\infty} \rrbracket(i)\right) \\
& \rightarrow\left((a \in \mathrm{~A}(i)) \times\left((b \in \mathrm{~B}(i, a)) \rightarrow \llbracket \text { Tree }^{\infty} \rrbracket(\mathrm{j}(i, a, b))\right)\right) \\
& \mathrm{E}(i, t)=\left\langle\mathrm{E}_{1}(i, t), \lambda b \in \mathrm{~B}\left(i, \mathrm{E}_{1}(i, t)\right) \cdot \mathrm{E}_{2}(i, t, b)\right\rangle
\end{aligned}
$$

Lemma $5.3 \mathrm{E}_{1}, \mathrm{E}_{2}, \mathrm{E}$ in the previous definition are well defined.
Proof: Straightforward by definition.

Lemma 5.4 Assume

$$
\begin{aligned}
& G: \quad \mathrm{I} \rightarrow \mathrm{Set} \\
& \widehat{a} \\
& \widehat{g}
\end{aligned}:(i \in \mathrm{I}) \rightarrow G(i) \rightarrow \mathrm{A}(i),(i \in \mathrm{I}) \rightarrow(g \in G(i)) \rightarrow(b \in \mathrm{~B}(i, \widehat{a}(i, g))) \rightarrow G(\mathrm{j}(i, \widehat{a}(i, g), b))
$$

Then there exists a unique $f:(i \in \mathrm{I}) \rightarrow G(i) \rightarrow \llbracket$ Tree $^{\infty} \rrbracket(i)$ such that for all $i \in \mathrm{I}, g \in G(i), b \in \mathrm{~B}(i, \widehat{a}(i, g))$ we have

$$
\begin{array}{ll}
\mathrm{E}_{1}(i, f(i, g)) & =\widehat{a}(i, g) \\
\mathrm{E}_{2}(i, f(i, g), b) & =f\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, f(i, g)), b\right), \widehat{g}(i, g, b)\right)
\end{array}
$$

Proof: Define for $i \in \mathrm{I}, g \in G(i)$,

$$
\begin{aligned}
f(i, g)= & \left\{\left\langle i_{0}, a_{0}, b_{0}, i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \mid\right. \\
Y(i, g)= & \left.\left\langle i_{0}, g_{0}, a_{0}, b_{0}, i_{1}, a_{1}, g_{1}, b_{1}, \ldots, i_{n}, g_{n}, a_{n}\right\rangle \in Y(i, g)\right\} \quad \text { where } \\
& \left\{i_{0}, g_{0}, a_{0}, b_{0}, i_{1}, a_{1}, g_{1}, b_{1}, \ldots, i_{n}, g_{n}, a_{n}\right\rangle \mid \\
& g_{0}=g, i_{0}=i \\
& \left(\forall j \in\{0, \ldots, n\} \cdot a_{j}=\widehat{a}\left(i_{j}, g_{j}\right)\right), \\
& \forall j \in\{0, \ldots, n-1\} \cdot b_{j} \in B\left(i_{j}, a_{j}\right) \wedge i_{j+1}=\mathrm{j}\left(i_{j}, a_{j}, b_{j}\right) \\
& \left.\wedge g_{j+1}=\widehat{g}\left(i_{j}, g_{j}, b_{j}\right)\right\}
\end{aligned}
$$

One easily sees that $f(i, g) \in \llbracket$ Tree $^{\infty} \rrbracket(i)$.
$\langle i, g, \widehat{a}(i, g)\rangle \in Y(i, g)$, therefore $\langle i, \widehat{a}(i, g)\rangle \in f(i, g)$, therefore $\mathrm{E}_{1}(i, f(i, g))=\widehat{a}(i, g)$.
Furthermore,

$$
\begin{aligned}
\mathrm{E}_{2}(i, f(i, g), b) & =\left\{\left\langle i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \mid\right. \\
& \left\langle\left\langle, \mathrm{E}_{1}(i, f(i, g)), b, i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \in f(i, g)\right\} \\
= & \left\{\left\langle i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \mid\right. \\
& \left.\left\langle i, g, \mathrm{E}_{1}(i, f(i, g)), b, i_{1}, g_{1}, a_{1}, b_{1}, \ldots, i_{n}, g_{n}, a_{n}\right\rangle \in Y(i, g)\right\} \\
= & f\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, f(i, g)), b\right), \widehat{g}(i, g, b)\right)
\end{aligned}
$$

Therefore $f$ fulfils the required equations.
Assume now

$$
\begin{aligned}
& f^{\prime}:(i \in \mathrm{I}) \rightarrow G(i) \rightarrow \llbracket \text { Trree }^{\infty} \rrbracket(i) \quad \text { s.t. } \\
& \mathrm{E}_{1}\left(i, f^{\prime}(i, g)\right)=\widehat{a}(i, g) \\
& \mathrm{E}_{2}\left(i, f^{\prime}(i, g), b\right)=f^{\prime}\left(\mathrm{j}\left(i, \mathrm{E}_{1}\left(i, f^{\prime}(i, g)\right), b\right), \widehat{g}(i, g, b)\right)
\end{aligned}
$$

Then

$$
\left\langle i^{\prime}, a^{\prime}\right\rangle \in f^{\prime}(i, g) \quad \Leftrightarrow \quad i^{\prime}=i \wedge a^{\prime}=\widehat{a}(i, g) \Leftrightarrow\left\langle i^{\prime}, a^{\prime}\right\rangle \in f(i, g)
$$

Therefore sequences of length 2 in $f^{\prime}(i, g)$ and $f(i, g)$ coincide. Furthermore,

$$
\mathrm{E}_{2}\left(i, f^{\prime}(i, g), b\right)=f^{\prime}(\mathrm{j}(i, \widehat{a}(i, g), b), \widehat{g}(i, g, b))
$$

Therefore

$$
\begin{aligned}
\mathrm{E}_{2}\left(i, f^{\prime}(i, g), b\right) & =\left\{\left\langle i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \mid\right. \\
& \left.\left\langle i, \widehat{a}(i, g), b, i_{1}, a_{1}, b_{1}, \ldots, i_{n}, a_{n}\right\rangle \in f^{\prime}(i, g)\right\} \\
& =f^{\prime}(\mathrm{j}(i, \widehat{a}(i, g), b), \widehat{g}(i, g, b))
\end{aligned}
$$

which is the same equation as fulfilled by $f(i, g)$ ．This equation reduces se－ quences in $f^{\prime}(i, g)$ of length $>2$ to sequences of shorter length in some $f^{\prime}\left(i^{\prime}, g^{\prime}\right)$ for some $i^{\prime}, g^{\prime}$ ，similarly for $f$ ．Together with the statement about sequences of length 2 above it follows by induction on length $(\sigma)$

$$
\forall \sigma . \forall i, g . \sigma \in f^{\prime}(i, g) \Leftrightarrow \sigma \in f(i, g)
$$

therefore $\forall i, g \cdot f(i, g)=f^{\prime}(i, g), f=f^{\prime}$ ．
Main Theorem 5.5 （【Tree ${ }^{\infty} \rrbracket$ ，E）is a final F－coalgebra．
Proof：（【Tree $\left.{ }^{\infty} \rrbracket, \mathrm{E}\right)$ is an F－coalgebra．Assume $(G, g)$ is an F－coalgebra． Let $g(i, x)=\langle\widehat{a}(i, x), \widehat{g}(i, x)\rangle$ ．Lemma 5.4 implies that there exists a unique $f: G \rightarrow \llbracket$ Tree $^{\infty} \rrbracket$ s．t．the following diagram commutes：


Above we used the notation with keyword data for denoting an inductively defined set as given by its constructors．A similar notation expressing that $\llbracket T r e e^{\infty} \rrbracket$ is a final coalgebra with eliminators $\mathrm{E}_{1}, \mathrm{E}_{2}$ ，would be：

```
coalg 【Tree \({ }^{\infty} \rrbracket: \mathrm{I} \rightarrow\) Set where
    \(\mathrm{E}_{1} \quad: \quad(i \in \mathrm{I}) \rightarrow \llbracket\) Tree \(^{\infty} \rrbracket(i) \rightarrow \mathrm{A}(i)\)
    \(\mathrm{E}_{2} \quad: \quad(i \in \mathrm{I}) \rightarrow\left(b \in \mathrm{~B}\left(i, \mathrm{E}_{1}(i, t)\right)\right) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, t), b\right)\right)\)
```


## 6 Coiteration and Corecursion

We will in this section introduce the dual of iteration and primitive recursion， namely coiteration and corecursion．We do not know how to directly formulate the dual of type theoretic induction（or dependent primitive recursion），since one cannot directly invert the arrow in a dependent function type．In Sect． 8 we will introduce a principle of coinduction，which can be considered as the dual of induction，although it is not its direct dual．

We show as well that the principles of being a final F－coalgebra，of unique coiteration，and of unique corecursion are equivalent．The definitions and the
proof in this section are the exact dual of Sect. 4 (omitting type theoretic induction). Note that the dual of the product $\times$ is the disjoint union + . In the principle of primitive recursion we can make use of both the inductive argument and the recursion hypothesis, corresponding to the product ( $\times$ ). In the principle of corecursion we can either return a given element from Tree ${ }^{\infty}$ or recursively call the function in question, which is a call to the corecursion hypothesis, corresponding to the disjoint union ( + ).

Definition 6.1 Assume $\operatorname{Tree}^{\infty}$ is a set, $\mathrm{E}: \operatorname{Tree}^{\infty} \rightarrow \mathrm{F}\left(\right.$ Tree $\left.{ }^{\infty}\right)$, and let $\mathrm{E}_{1}, \mathrm{E}_{2}$ be the two components of E as defined before.
(a) By"(Tree ${ }^{\infty}$, E$)$ satisfies the principle of unique coiteration" we mean the following: Assume

$$
\begin{aligned}
X & : \mathrm{I} \rightarrow \mathrm{Set} \\
\widehat{a} & :(i \in \mathrm{I}) \rightarrow X(i) \rightarrow \mathrm{A}(i) \\
\widehat{x} \quad: & (i \in \mathrm{I}) \rightarrow(x \in X(i)) \rightarrow(b \in \mathrm{~B}(i, \widehat{a}(i, x))) \\
& \rightarrow X(\mathrm{j}(i, \widehat{a}(i, x), b))
\end{aligned}
$$

Then there exists a unique $f: X \rightarrow$ Tree ${ }^{\infty}$ such that

$$
\begin{aligned}
& \mathrm{E}_{1}(i, f(i, x))=\widehat{\mathrm{a}}(i, x) \\
& \mathrm{E}_{2}(i, f(i, x), b)=f\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, f(i, x)), b\right), \widehat{\mathrm{x}}(i, x, b)\right)
\end{aligned}
$$

(b) By"(Tree ${ }^{\infty}$, E$)$ satisfies the principle of unique corecursion" we mean the following: Assume

$$
\begin{aligned}
\widehat{a}: & (i \in \mathrm{I}) \rightarrow X(i) \rightarrow \mathrm{A}(i) \\
\widehat{x}: & (i \in \mathrm{I}) \rightarrow(x \in X(i)) \rightarrow(b \in \mathrm{~B}(i, \widehat{a}(i, x))) \\
& \rightarrow X(\mathrm{j}(i, \widehat{a}(i, x), b))+\text { Tree }^{\infty}(\mathrm{j}(i, \widehat{a}(i, x), b))
\end{aligned}
$$

Then there exists a unique $f: X \rightarrow$ Tree ${ }^{\infty}$ such that
$\mathrm{E}_{1}(i, f(i, x))=\widehat{\mathrm{a}}(i, x)$
$\mathrm{E}_{2}(i, f(i, x), b)= \begin{cases}f\left(\mathrm{j}\left(i, \mathrm{E}_{1}(i, f(i, x)), b\right), x^{\prime}\right) & \text { if } \widehat{\mathrm{x}}(i, x, b)=\operatorname{inl}\left(x^{\prime}\right) \\ x^{\prime} & \text { if } \widehat{\mathrm{x}}(i, x, b)=\operatorname{inr}\left(x^{\prime}\right)\end{cases}$
(c) By "(Tree ${ }^{\infty}$, E) satisfies the principle of corecursion or coiteration" we mean that it fills the corresponding principle as above, but omitting the condition that $f$ is unique.

Lemma 6.2 Assume Tree ${ }^{\infty}$ is a set, $\mathrm{E}:$ Tree $^{\infty} \rightarrow \mathrm{F}\left(\right.$ Tree $\left.{ }^{\infty}\right)$, and let $\mathrm{E}_{1}, \mathrm{E}_{2}$ be the two components of E as defined before.

The following are equivalent
(a) $\left(\right.$ Tree $\left.^{\infty}, \mathrm{E}\right)$ is a final F-coalgebra.
(b) $\left(\operatorname{Tree}^{\infty}, \mathrm{E}\right)$ satisfies the principle of unique coiteration.
(c) $\left(\mathrm{Tr}^{\infty}{ }^{\infty}, \mathrm{E}\right)$ satisfies the principle of unique corecursion.

Proof: (a) and (b) are equivalent since $\widehat{a}, \widehat{x}$ are the two components of a morphism $g: X \rightarrow \mathrm{~F}(X)$, so the unique existence of $f$ as in (b) is equivalent to the unique existence of $f$ in the diagram for defining final coalgebras.

Obviously, (c) implies (b), since coiteration is a special case of corecursion.
(a) implies (c): Define for $X, \widehat{a}, \widehat{x}$ as in the definition of corecursion

$$
\begin{aligned}
& X^{\prime}: \mathrm{I} \rightarrow \text { Set } \\
& X^{\prime}(i)=X(i)+\operatorname{Tree}^{\infty}(i) \\
& h:(i \in \mathrm{I}) \rightarrow X^{\prime}(i) \rightarrow \mathrm{F}\left(X^{\prime}, i\right) \\
& h(i, \operatorname{inl}(x))=\langle\widehat{a}(i, x), \lambda b . \widehat{x}(i, x, b)\rangle \\
& h(i, \operatorname{inr}(t))=\left\langle\mathrm{E}_{0}(i, t), \lambda b \cdot \operatorname{inr}\left(\mathrm{E}_{1}(i, t, b)\right)\right\rangle
\end{aligned}
$$

Consider the diagram


There exists a unique $g^{\prime}$ such that the lower part of the diagram commutes. The upper part of the diagram commutes trivially. Both $g^{\prime} \circ$ inr and id : Tree ${ }^{\infty} \rightarrow$ Tree ${ }^{\infty}$ make the outer diagram commute. By uniqueness we get $g^{\prime} \circ \mathrm{inr}=\mathrm{id}$. Let $g:=g^{\prime} \circ \mathrm{inl}: X \rightarrow$ Tree $^{\infty}$. By $g^{\prime}(\operatorname{inr}(x))=x$ we have that $g$ satisfies the desired equation. Assume $g_{0}$ is another solution for the corecursion equation in the lemma. Let $g_{0}^{\prime}: X^{\prime} \rightarrow \operatorname{Tree}^{\infty}, g_{0}^{\prime}(i, \operatorname{inl}(x))=g_{0}(x), g_{0}^{\prime}(i, \operatorname{inr}(x))=x$. Then the lower diagram above with $g^{\prime}$ replaced by $g_{0}^{\prime}$ commutes as well. By uniqueness of $g^{\prime}$ follows $g_{0}^{\prime}=g^{\prime}$ and therefore $g_{0}=g$.

## 7 Indexed Corecursion

When defining elements of coinductively defined sets, we often want to define for some $X \in$ Set and $\widehat{i}: X \rightarrow \mathrm{I}$ a function $f:(x \in X) \rightarrow$ Tree $^{\infty}(\widehat{i}(x))$ corecursively. This can be reduced to corecursion as follows:

Lemma 7.1 Let (Tree ${ }^{\infty}$, E) be a final F-coalgebra, where F is as before. Assume

$$
\begin{aligned}
& X \in \text { Set } \\
& \widehat{i} \quad: \quad X \rightarrow \mathrm{I} \\
& \widehat{a} \quad: \quad(x \in X) \rightarrow \mathrm{A}(\widehat{i}(x)) \\
& \widehat{x} \quad: \quad(x \in X) \rightarrow(b \in \mathrm{~B}(\widehat{i}(x), \widehat{a}(x))) \\
& \\
& \\
& \left.\quad \rightarrow\{x \in X \mid \widehat{i}(x)=\mathrm{j}(\widehat{i}(x), \widehat{a}(x), b)\}+\text { Tree }^{\infty}(\mathrm{j}(\widehat{i}(x), \widehat{a}(x), b))\right)
\end{aligned}
$$

Then there exists a unique $f:(x \in X) \rightarrow \operatorname{Tree}^{\infty}(\widehat{i}(x))$, such that

$$
\begin{aligned}
& \left.\mathrm{E}_{1} \widehat{i}(x), f(x)\right)=\widehat{a}(x) \\
& \left.\mathrm{E}_{2} \widehat{i}(x), f(x), b\right)= \begin{cases}f(y) & \text { if } \widehat{x}(x, b)=\operatorname{inl}(y) \\
t & \text { if } \widehat{x}(x, b)=\operatorname{inr}(t)\end{cases}
\end{aligned}
$$

Proof: Let $Y: \mathrm{I} \rightarrow$ Set, $Y(i):=\{x \in X \mid \widehat{i}(x)=i\} . f$ satisfying the equations as stated in the lemma is equivalent to the function

$$
\begin{aligned}
& f^{\prime}:(i \in \mathrm{I}) \rightarrow Y(i) \rightarrow \text { Tree }^{\infty}(i) \\
& f^{\prime}(i, x)=f(x)
\end{aligned}
$$

satisfying the equations.

$$
\begin{aligned}
& \mathrm{E}_{1}\left(i, f^{\prime}(i, x)\right)=\widehat{a}(x) \\
& \mathrm{E}_{2}\left(i, f^{\prime}(i, x), b\right)= \begin{cases}f^{\prime}(\mathrm{j}(i, \widehat{a}(x), b), y) & \text { if } \widehat{x}(x, b)=\operatorname{inl}(y) \\
t & \text { if } \widehat{x}(x, b)=\operatorname{inr}(t)\end{cases}
\end{aligned}
$$

By existence and uniqueness of $f^{\prime}$ satisfying those equations follows existence and uniqueness of $f$.

## 8 Bisimulation and Coinduction

Definition 8.1 Assume Tree ${ }^{\infty}$ is a set, $\mathrm{E}: \operatorname{Tree}^{\infty} \rightarrow \mathrm{F}\left(\right.$ Tree $\left.{ }^{\infty}\right)$, and let $\mathrm{E}_{1}, \mathrm{E}_{2}$ be the two components of E as defined before.
(a) Let for $i \in \mathrm{I}, t, t^{\prime} \in \operatorname{Tree}^{\infty}(i)$
$\mathrm{I}^{\text {Bisim }}:=(i \in \mathrm{I}) \times \operatorname{Tree}^{\infty}(i) \times \operatorname{Tree}^{\infty}(i)$

$$
\begin{aligned}
& \mathrm{A}^{\text {Bisim }}: \mathrm{I}^{\text {Bisim }} \rightarrow \operatorname{Set} \\
& \mathrm{A}^{\text {Bisim }}\left(i, t, t^{\prime}\right):=\left(\mathrm{E}_{0}(i, t)=\mathrm{E}_{0}\left(i, t^{\prime}\right)\right) \quad\left(\text { more precisely }\left(\mathrm{E}_{0}(i, t) \hat{=} \mathrm{E}_{0}\left(i, t^{\prime}\right)\right)\right) \\
& \mathrm{B}^{\text {Bisim }}:\left(i \in \mathrm{I}^{\text {Bisim }}\right) \rightarrow \mathrm{A}^{\text {Bisim }}(i) \rightarrow \text { Set } \\
& \mathrm{B}^{\text {Bisim }}\left(i, t, t^{\prime}, a\right):=\mathrm{B}(i, a) \\
& \mathrm{j}^{\text {Bisim }}:\left(i \in \mathrm{I}^{\text {Bisim }}\right) \rightarrow\left(a \in \mathrm{~A}^{\text {Bisim }}(i)\right) \rightarrow\left(b \in \mathrm{~B}^{\text {Bisim }}(i, a)\right) \rightarrow \mathrm{I}^{\text {Bisim }} \\
& \mathrm{j}^{\text {Bisim }}\left(i, t, t^{\prime}, *, b\right)=\left\langle\mathrm{j}\left(i, \mathrm{E}_{0}(i, t), b\right), \mathrm{E}_{1}(i, t, b), \mathrm{E}_{1}\left(i, t^{\prime}, b\right)\right\rangle \\
& \mathrm{F}^{\text {Bisim }}: \operatorname{Set}^{\mathrm{I}^{\text {Bisim }}} \rightarrow \operatorname{Set}^{\mathrm{B}^{\mathrm{Bisim}}} \\
& \mathrm{~F}^{\text {Bisim }}(X, i)=\left(a \in \mathrm{~A}^{\text {Bisim }}(i)\right) \times\left(\left(b \in \mathrm{~B}^{\text {Bisim }}(i, a)\right) \rightarrow X\left(\mathrm{j}^{\operatorname{Bisim}}(i, a, b)\right)\right.
\end{aligned}
$$

 are the two components of $\mathrm{E}^{\text {Bisim }}$, then

```
\(\mathrm{E}_{0}^{\mathrm{Bisim}}\left(i, t, t^{\prime}\right) \in\left(\mathrm{E}_{0}(i, t)=\mathrm{E}_{0}\left(i, t^{\prime}\right)\right)\)
i.e. the existence of \(\mathrm{E}_{0}^{\mathrm{Bisim}}\left(i, t, t^{\prime}\right)\) is equivalent to \(\mathrm{E}_{0}(i, t)=\mathrm{E}_{0}\left(i, t^{\prime}\right)\)
    and for \(a \in \mathrm{~A}^{\operatorname{Bisim}}\left(i, t, t^{\prime}\right), b \in \mathrm{~B}^{\text {Bisim }}\left(i, t, t^{\prime}, a\right)=\mathrm{B}(i, a)\)
\(\mathrm{E}_{1}^{\operatorname{Bisim}}\left(i, t, t^{\prime}, b\right) \in \operatorname{Bisim}\left(\mathrm{j}\left(i, \mathrm{E}_{0}(i, t), b\right), \mathrm{E}_{1}(i, t, b), \mathrm{E}_{1}\left(i, t^{\prime}, b\right)\right)\)
```

Definition 8.2 For $X \in$ Set which is considered as a relation we will in formulae write $X$ instead of $(\exists x . x \in X)$

Lemma 8.3 Assume the axiom of choice. Assume $X: \mathrm{I}^{\mathrm{Bisim}} \rightarrow$ Set.
There exists a $g$ s.t. $(X, g)$ is an $\mathrm{F}^{\text {Bisim }}$-coalgebra iff

$$
\begin{aligned}
& \forall i, t, t^{\prime} X\left(i, t, t^{\prime}\right) \\
& \quad \rightarrow \mathrm{E}_{0}(i, t)=\mathrm{E}_{0}\left(i, t^{\prime}\right) \\
& \quad \wedge \forall b \in \mathrm{~B}\left(i, \mathrm{E}_{0}(i, t)\right) \cdot X\left(\mathrm{j}\left(i, \mathrm{E}_{0}(i, t), b\right), \mathrm{E}_{1}(i, t, b), \mathrm{E}_{1}\left(i, t^{\prime}, b\right)\right)
\end{aligned}
$$

Proof " $\Rightarrow$ " is obvious. For " $\Leftarrow$ " define $g: X \rightarrow \mathrm{~F}^{\operatorname{Bisim}}(X), g\left(i, t, t^{\prime}, x\right)=$ $\langle *, h\rangle$ where $h(b)=$ some $y \in X\left(\mathrm{j}\left(i, \mathrm{E}_{0}(i, t), b\right), \mathrm{E}_{1}(i, t, b), \mathrm{E}_{1}\left(i, t^{\prime}, b\right)\right)$.

Induction is a proof principle which is equivalent to the principle that an F-algebra is an initial F-algebra, or, as we have seen, the principle of unique iteration or unique primitive recursion. Dually coinduction should be a proof principle which is equivalent to the principle that an F -coalgebra is a final F coalgebra, or equivalently, that it satisfies the principle of unique coiteration or the principle of unique corecursion.

We will see below that the principle of being a final F-coalgebra is equivalent to the fact that bisimulation implies equality. The latter is a proof principle. As it stands it does not seem to be of the same character as the principle of induction as a proof principle. However, bisimulation is a coalgebra, and proofs of bisimulation can therefore be carried out corecursively, and that will give rise to the dual of an induction hypothesis, namely a coinduction hypothesis. This way we obtain proof principle which we believe is of similar character as induction. We will elaborate this in Subsect. 9.3 where we will introduce schemata for coinduction.

We therefore call the fact that bisimulation implies equality the principle of coinduction:

Definition 8.4 Let (Tree ${ }^{\infty}$, E) be an F-coalgebra.
By "(Tree $\left.{ }^{\infty}, \mathrm{E}\right)$ satisfies the principle of coinduction" we mean that it satisfies the principle of corecursion and for the final $\mathrm{F}^{\mathrm{Bisim}}$-coalgebra (Bisim, $\mathrm{E}^{\prime}$ ) we have

$$
\forall i, t, t^{\prime} \cdot \operatorname{Bisim}\left(i, t, t^{\prime}\right) \rightarrow t=t
$$

Remark 8.5 Note that since proofs by bisimulation can be carried out by corecursion on $\operatorname{Bisim}\left(i, t, t^{\prime}\right)$ the principle of coinduction becomes a proper proof principle.

Lemma 8.6 Let (Tree ${ }^{\infty}$, E) be an F-coalgebra. The following is equivalent
(i) $\left(T r e e^{\infty}, \mathrm{E}\right)$ is a final F-coalgebra.
(ii) $\left(\mathrm{Tree}^{\infty}, \mathrm{E}\right)$ satisfies the principle of corecursion and for any $\mathrm{F}^{\text {Bisim }}$-coalgebra ( $X, h$ ) we have $\forall i, t, t^{\prime} . X\left(i, t, t^{\prime}\right) \rightarrow t=t^{\prime}$.
(iii) $\left(\mathrm{Tr}^{\infty}{ }^{\infty}, \mathrm{E}\right)$ satisfies the principle of coinduction.

Proof: By Lemma 6.2, in (i) - (iii) the principle of corecursion is satisfied. (i) implies (ii): Assume $(X, h)$ is a $\mathrm{F}^{\text {Bisim }}$-coalgebra.

Let

$$
\begin{aligned}
& G: \mathrm{I} \rightarrow \text { Set } \\
& G(i):=\left\{\left\langle t, t^{\prime}\right\rangle \in \text { Tree }^{\infty} \times \operatorname{Tree}^{\infty} \mid X\left(i, t, t^{\prime}\right)\right\}
\end{aligned}
$$

Define

$$
\begin{aligned}
& g: G \rightarrow \mathrm{~F}(G) \\
& \left.g\left(i,\left\langle t, t^{\prime}\right\rangle\right)=\left\langle\mathrm{E}_{1}(i, t), \lambda b \cdot\left\langle\mathrm{E}_{1}(i, t, b), \mathrm{E}_{1}\left(i, t^{\prime}, b\right)\right\rangle\right\rangle\right\}
\end{aligned}
$$

Consider


There exists a unique $h$ which makes this diagram commute. Both the first and second projection (lifted to Set ${ }^{\mathrm{I}}$ ) make this diagram commute. By uniqueness follows they are equal and therefore the assertion follows.
(ii) implies (iii) is obvious since by the previous section there exist such a coalgebra.
(iii) implies (ii) since for any $\mathrm{F}^{\text {Bisim }}$-coalgebra $(X, h)$ we obtain a function $f: X \rightarrow$ Bisim. Therefore that $X\left(i, t, t^{\prime}\right)$ is inhabited implies that $\operatorname{Bisim}\left(i, t, t^{\prime}\right)$ is inhabited.
(ii) implies (i): Let $(X, g)$ be an F-coalgebra and assume $h, h^{\prime}$ are two solutions which make the following diagram commute:


Let $g(i, x)=\langle\widehat{a}(i, x), \lambda b . \widehat{x}(i, x, b)\rangle$.
Let

$$
\begin{aligned}
& H:(i \in \mathrm{I}) \rightarrow \operatorname{Tree}^{\infty}(i) \rightarrow \operatorname{Tree}^{\infty}(i) \rightarrow \text { Set } \\
& H\left(i, t, t^{\prime}\right)=\left\{x \in X(i) \mid t=h(i, x), t^{\prime}=h^{\prime}(i, x)\right\}
\end{aligned}
$$

It follows for $i \in \mathrm{I}, x \in X(i)$ and therefore $x \in H\left(i, h(i, x), h^{\prime}(i, x)\right)$ that

$$
\mathrm{E}_{0}(i, h(i, x))=\pi_{0}(\mathrm{~F}(h)(i, g(i, x)))=\pi_{0}(g(i, x))=\mathrm{E}_{0}\left(i, h^{\prime}(i, x)\right)
$$

and for $b \in \mathrm{~B}\left(i, \mathrm{E}_{0}(i, h(i, x))\right)$

$$
\begin{aligned}
& \mathrm{E}_{1}(i, h(i, x), b)=\pi_{1}(\mathrm{~F}(h)(i, g(i, x)))(b) \\
&=h\left(\mathrm{j}\left(i, \pi_{0}(g(i, x)), b\right), \pi_{1}(g(i, x))(b)\right) \\
&=h(\mathrm{j}(\cdots), \widehat{x}(i, x, b)) \\
& \mathrm{E}_{1}\left(i, h^{\prime}(i, x), b\right)=h^{\prime}(\mathrm{j}(\cdots), \widehat{x}(i, x, b)) \\
& \widehat{\mathrm{x}}(i, x, b) \in H\left(\mathrm{j}(\cdots), \mathrm{E}_{1}(i, h(i, x), b), \mathrm{E}_{1}\left(i, h^{\prime}(i, x), b\right)\right) \\
&\langle *, \lambda b \cdot \widehat{\mathrm{x}}(i, x, b)\rangle \in \mathrm{F}^{\operatorname{Bisim}}(H)(i, x, b) \\
& \lambda i, x .\langle *, \lambda b \cdot \widehat{\mathrm{x}}(i, x, b)\rangle \in H \rightarrow \mathrm{~F}^{\operatorname{Bisim}}(H)
\end{aligned}
$$

Therefore $(H, h)$ is an $\mathrm{F}^{\text {Bisim }}$-coalgebra, $H\left(i, t, t^{\prime}\right)$ inhabited implies $t=t^{\prime}$, and therefore $\forall x \in X(i) . h(i, x)=h^{\prime}(i, x)$.

Main Theorem 8.7 Assume Tree $^{\infty}$ is a set, E: Tree ${ }^{\infty} \rightarrow \mathrm{F}\left(\right.$ Tree $\left.^{\infty}\right)$, and let $\mathrm{E}_{1}, \mathrm{E}_{2}$ be the two components of E as defined before.

The following are equivalent
(a) $\left(\right.$ Tree $\left.^{\infty}, \mathrm{E}\right)$ is a final F-coalgebra.
(b) $\left(\right.$ Tree $\left.^{\infty}, \mathrm{E}\right)$ satisfies the principle of unique coiteration.
(c) $\left(\operatorname{Tr}^{\infty}{ }^{\infty}, \mathrm{E}\right)$ satisfies the principle of unique corecursion.
(d) $\left(\right.$ Tree $\left.^{\infty}, \mathrm{E}\right)$ satisfies the principle of coinduction.

Proof: By Lemmata 6.2 and 8.6.

## 9 Schemata for Corecursive Definitions and Coinductive Proofs

### 9.1 Schema for Corecursion

By Lemma 6.2 we can introduce elements of the coinductively defined set (final F-coalgebra) (【Tree ${ }^{\infty} \rrbracket$, E) as follows:

Assume $A: \mathrm{I} \rightarrow$ Set, $\llbracket T r e e^{\infty} \rrbracket, \mathrm{E}_{1}, \mathrm{E}_{2}$ as before. We can define a function

$$
f:(i \in \mathrm{I}) \rightarrow X(i) \rightarrow \llbracket \text { Tree }^{\infty} \rrbracket(i)
$$

corecursively by defining for $i \in \mathrm{I}, x \in X(i)$

- a value $a^{\prime}:=\mathrm{E}_{1}(i, f(i, x)) \in \mathrm{A}(i)$
- and for $b \in \mathrm{~B}(i, a)$ a value $\mathrm{E}_{2}(i, f(i, x), b) \in \llbracket$ Tree ${ }^{\infty} \rrbracket\left(i^{\prime}, b\right)$
where $i^{\prime}:=\mathrm{j}\left(i, a^{\prime}, b\right)$
and we can define $\mathrm{E}_{2}(i, f(i, x), b)$
- as an element of $\llbracket$ Tree $^{\infty} \rrbracket\left(i^{\prime}\right)$ defined before
- or corecursively define $\mathrm{E}_{2}(i, f(i, x), b)=f\left(i^{\prime}, x^{\prime}\right)$ for some $x^{\prime} \in X\left(i^{\prime}\right)$. Here, $f\left(i^{\prime}, x^{\prime}\right)$ will be called the corecursion hypothesis.

As a simple example we consider Streams. Streams are the final F-coalgebra on Set with $\mathrm{F}(X)=\mathbb{N} \times X$. So we have $\mathrm{I}=\mathbf{1}, \mathrm{A}(*)=\mathbb{N}, \mathrm{B}(*, x)=\mathbf{1}$. Omitting the arguments in 1 we obtain $\mathrm{F}(X)$ as above. Let (Stream, E) be the final F-coalgebra, and let head, tail be the two components of E . Then we get

$$
\begin{array}{lll}
\text { head } & : & \text { Stream } \rightarrow \mathbb{N} \\
\text { tail } & : & \text { Stream } \rightarrow \text { Stream }
\end{array}
$$

The above schema is instantiated as follows:
Let $A \in$ Set. We can define

$$
f: A \rightarrow \text { Stream }
$$

corecursively by defining for $a \in A$

- $\operatorname{head}(f(a)) \in \mathbb{N}$ and
- $\operatorname{tail}(f(a)) \in$ Stream,
where for defining $\operatorname{tail}(f(a))$ we can
- either return an element of Stream defined before or
- corecursively define $\operatorname{tail}(f(a))=f\left(a^{\prime}\right)$ for some $a^{\prime} \in A$. Here, $f\left(a^{\prime}\right)$ will be called the corecursion hypothesis.

So we can for instance define by corecursion

$$
\begin{aligned}
& s \in \text { Stream } \\
& \begin{array}{l}
s . t . \\
\text { head }(s) \\
\operatorname{tail}(s)
\end{array}=0
\end{aligned}
$$

(Here, $A=\mathbf{1}$, and we omit the argument in $A$.) Or we define

$$
\begin{aligned}
& s^{\prime}: \mathbb{N} \rightarrow \text { Stream } \quad \text { s.t. } \\
& \operatorname{head}\left(s^{\prime}(n)\right)=0 \\
& \operatorname{tail}\left(s^{\prime}(n)\right)=s^{\prime}(n+1)
\end{aligned}
$$

or define

$$
\begin{aligned}
& \text { cons }: \mathbb{N} \rightarrow \text { Stream } \rightarrow \text { Stream } \quad \text { s.t. } \\
& \text { head }(\operatorname{cons}(n, s))=n \\
& \operatorname{tail}(\operatorname{cons}(n, s)) \quad=s
\end{aligned}
$$

(Here, $A=\mathbb{N} \times$ Stream, and we curried the function.)

### 9.2 Schema for corecursively defined indexed functions

By Lemma 7.1 we have the following schema:
Assume $X \in$ Set, $\widehat{j}: X \rightarrow \mathrm{I}$.
We can define

$$
f:(x \in X) \rightarrow \llbracket \text { Tree }^{\infty} \rrbracket(\widehat{i}(x))
$$

corecursively by determining for $x \in X$ with $i:=\widehat{j}(x)$,

- $a:=\mathrm{E}_{1}(i, f(x)) \in \mathrm{A}(i)$
- and for $b \in \mathrm{~B}(i, a)$ with $i^{\prime}:=\mathrm{j}(i, a, b)$ the value $\mathrm{E}_{2}(i, f(x), b) \in \llbracket$ Tree $^{\infty} \rrbracket\left(i^{\prime}\right)$
where we can define $\mathrm{E}_{2}(i, f(x), b)$ as
- a previously defined value of $\llbracket$ Tree $^{\infty} \rrbracket\left(i^{\prime}\right)$
- or corecursively define $\mathrm{E}_{2}(i, f(x), b)=f\left(x^{\prime}\right)$ for some $x^{\prime}$ such that $\widehat{i}\left(x^{\prime}\right)=i^{\prime}$. $f\left(x^{\prime}\right)$ will be called the corecursion hypothesis.

As an example consider the coinductively defined set of stacks of a certain height, Stack: $\mathbb{N} \rightarrow$ Set with destructors

$$
\begin{aligned}
& \text { top } \quad: \quad(n \in \mathbb{N}) \rightarrow(n>0) \rightarrow \operatorname{Stack}(n) \rightarrow \mathbb{N} \\
& \text { pop } \quad: \quad(n \in \mathbb{N}) \rightarrow(n>0) \rightarrow \operatorname{Stack}(n) \rightarrow \operatorname{Stack}(n-1)
\end{aligned}
$$

We can define empty : Stack(0), where we do not need to define anything since $(0 \widehat{>} 0)=\emptyset$. Furthermore, we can define

$$
\begin{aligned}
& \operatorname{push}:(n \in \mathbb{N}) \rightarrow \operatorname{Stack}(n) \rightarrow \operatorname{Stack}(n+1) \quad \text { s.t. } \\
& \operatorname{top}(n+1, *, \operatorname{push}(n, s))=n \\
& \operatorname{pop}(n+1, *, \operatorname{push}(n, s))=s
\end{aligned}
$$

More complicated examples of indexed coinductively defined sets are statedependent interactive programs, see [17, 16, 15, 18], or bisimulation relations as defined below.

### 9.3 Schema for Coinduction

When proving that elements of a coinductively defined set are bisimilar one usually defines certain elements which should be shown to be bisimilar simultaneously. This amounts to having

$$
\begin{array}{ll}
J & : \\
\widehat{i} & : \quad J \rightarrow \mathrm{I} \\
x_{0}, x_{1} & : \quad(j \in J) \rightarrow \llbracket \text { Tree }^{\infty} \rrbracket(\widehat{i}(j))
\end{array}
$$

and showing $\forall j \in J . x_{0}(j)=x_{1}(j)$ by proving $\forall j \in J . \operatorname{Bisim}\left(\widehat{i}(j), x_{0}(j), x_{1}(j)\right)$.
Using the same method as in the previous subsection, and using the fact that $b \in \operatorname{Bisim}\left(i, x, x^{\prime}\right)$ implies equality, we can show this statement by coinduction by showing the following:

$$
\begin{aligned}
& \left.\left.\forall j \in J \cdot \mathrm{E}_{0} \widehat{i}(j), x_{0}(j)\right)=\mathrm{E}_{0} \widehat{i}(j), x_{1}(j)\right) \wedge \\
& \left.\left.\forall b \in \mathrm{~B}\left(i, \mathrm{E}_{0}\left(\widehat{i}(j), x_{0}(j)\right)\right) \cdot \mathrm{E}_{1} \widehat{i}(j), x_{0}(j), b\right)=\mathrm{E}_{1} \widehat{i}(j), x_{1}(j), b\right) \vee \\
& \left.\exists j^{\prime} \cdot \hat{i}\left(j^{\prime}\right)=\mathrm{j} \widehat{i}(j), \mathrm{E}_{0}\left(\widehat{i}(j), x_{0}(j), b\right)\right) \wedge \\
& x_{0}\left(j^{\prime}\right)=\mathrm{E}_{0}\left(\widehat{i}(j), x_{0}(j), b\right) \wedge \\
& \\
& x_{1}\left(j^{\prime}\right)=\mathrm{E}_{0}\left(\widehat{i}(j), x_{1}(j), b\right)
\end{aligned}
$$

This means that we have the following principle of coinductive proofs:
Assume

$$
\begin{array}{ll}
J & : \quad \text { Set } \\
\widehat{i} & : \quad J \rightarrow \mathrm{I} \\
x_{0}, x_{1} & : \quad(j \in J) \rightarrow \llbracket \operatorname{Tree}^{\infty} \rrbracket(\widehat{i}(j))
\end{array}
$$

We can show $\forall j \in J . x_{0}(j)=x_{0}\left(j^{\prime}\right)$ coinductively by showing

- $\left.\mathrm{E}_{0} \widehat{i}(j), x_{0}(j)\right)$ and $\mathrm{E}_{0}\left(\widehat{i}(j), x_{1}(j)\right)$ are equal
- and for all $b$ that
$\mathrm{E}_{1}\left(\widehat{i}(j), x_{0}(j), b\right)$ and $\mathrm{E}_{1}\left(\widehat{i}(j), x_{0}(j), b\right)$ are equal,
where we can use either the fact that
- this was shown before,
- or we can use the coinduction-hypothesis, which means using the fact
$\left.\mathrm{E}_{1} \widehat{i}(j), x_{0}(j), b\right)=x_{0}\left(j^{\prime}\right)$ and $\mathrm{E}_{1}\left(\widehat{i}(j), x_{1}(j), b\right)=x_{1}\left(j^{\prime}\right)$ for some $j^{\prime} \in J$.

Examples of proofs by coinduction in the example of streams with $s, s^{\prime}$, cons are as follows:

- We show $\forall n \in \mathbb{N} . s=s^{\prime}(n)$ by coinduction: For using the schema above we have $J=\mathbb{N}, x_{0}(j)=s, x_{1}(j)=s^{\prime}(n)$. The argument is as follows:

We show $\forall n \in \mathbb{N}$. $s=s^{\prime}(n)$. Assume $n \in \mathbb{N}$. head $(s)=\operatorname{head}\left(s^{\prime}(n)\right)$ and $\operatorname{tail}(s)=s=s^{\prime}(n+1)=\operatorname{tail}\left(s^{\prime}(n)\right)$, where $s=s^{\prime}(n+1)$ follows by the coinduction hypothesis.

- We show $\operatorname{cons}(0, s)=s$ by coinduction:
$\operatorname{head}(\operatorname{cons}(0, s))=0=\operatorname{head}(s)$ and $\operatorname{tail}(\operatorname{cons}(0, s))=s=\operatorname{tail}(s)$, where we did not use the coinduction hypothesis.


### 9.4 Schema for Coinductively defined Relations

The previous example can be generalised to arbitrary coinductively defined sets relating elements of an indexed set. A typical example would be the bisimulation relation on a labelled transition system, which we consider below. Assume $\mathrm{I} \in \operatorname{Set}, D: \mathrm{I} \rightarrow$ Set (not necessarily a coinductively defined set). Let

$$
\mathrm{I}^{+}:=(i \in \mathrm{I}) \times D(i) \times D(i)
$$

Assume

$$
\begin{array}{lll}
A & : & (i \in \mathrm{I}) \rightarrow D(i) \rightarrow D(i) \rightarrow \text { Set } \\
B & : & (i \in \mathrm{I}) \rightarrow(d \in D(i)) \rightarrow\left(d^{\prime} \in D(i)\right) \rightarrow A\left(i, d, d^{\prime}\right) \rightarrow \text { Set } \\
j & : & (i \in \mathrm{I}) \rightarrow(d \in D(i)) \rightarrow\left(d^{\prime} \in D(i)\right) \rightarrow\left(a \in A\left(i, d, d^{\prime}\right)\right) \rightarrow B\left(i, d, d^{\prime}, a\right) \\
& & \rightarrow \mathrm{I} \\
d_{0}, d_{1} & : & (i \in \mathrm{I}) \rightarrow(d \in D(i)) \rightarrow\left(d^{\prime} \in D(i)\right) \rightarrow\left(a \in A\left(i, d, d^{\prime}\right)\right) \rightarrow B\left(i, d, d^{\prime}, a\right) \\
& \rightarrow D\left(j\left(i, d, d^{\prime}, a\right)\right)
\end{array}
$$

Define
$\mathrm{F}: \mathrm{Set}^{\mathrm{I}^{+}} \rightarrow \mathrm{Set}^{\mathrm{I}^{+}}$
$\mathrm{F}\left(X, i, d, d^{\prime}\right)=\left(a \in A\left(i, d, d^{\prime}\right)\right)$

$$
\begin{aligned}
& \times\left(\left(b \in B\left(i, d, d^{\prime}, a\right)\right)\right. \\
& \left.\quad \rightarrow X\left(j\left(i, d, d^{\prime}, a, b\right), d_{0}\left(i, d, d^{\prime}, a, b\right), d_{1}\left(i, d, d^{\prime}, a, b\right)\right)\right)
\end{aligned}
$$

Let $(\widehat{B}, E)$ be the final F-coalgebra, $\mathrm{E}_{1}, \mathrm{E}_{2}$ be the two components of E .
Assume

$$
\begin{array}{ll}
\widehat{J} & : \text { Set } \\
\widehat{j} & : \widehat{J} \rightarrow \mathrm{I} \\
\widehat{d_{0}}, \widehat{d}_{1} & :(j \in \widehat{J}) \rightarrow D(\widehat{j}(j))
\end{array}
$$

A schema of corecursion (which may be called, if $\widehat{\mathrm{B}}$ is a bisimulation relation and therefore an equality like relation as a coinduction principle) is as follows:

In the above situation we can define a function

$$
\widehat{\mathrm{b}}:(j \in J) \rightarrow \widehat{\mathrm{B}}\left(\widehat{j}(j), \widehat{d}_{0}(j), \widehat{d}_{1}(j)\right)
$$

coinductively by determining for $j \in J$

- an element $\widehat{\mathrm{a}}(j) \in A\left(\widehat{j}(j), \widehat{d}_{0}(j), \widehat{d}_{1}(j)\right)$,
- and for $b \in B\left(\widehat{j}(j), \widehat{d}_{0}(j), \widehat{d}_{1}(j), \widehat{a}(j)\right)$ with $\left.i^{\prime}:=j \widehat{\mathrm{j}}(j), \widehat{d}_{0}(j), \widehat{d}_{1}(j), \widehat{\mathrm{a}}(j), b\right)$, $\left.d_{i}^{\prime}:=d_{i} \widehat{\mathrm{j}}(j), \widehat{d}_{0}(j), \widehat{d}_{1}(j), \widehat{\mathrm{a}}(j), b\right)$,
an element $\widehat{\mathrm{b}}^{\prime} \in \widehat{\mathrm{B}}\left(i^{\prime}, d_{0}^{\prime}, d_{1}^{\prime}\right)$,
where for defining $\widehat{\mathrm{b}}^{\prime}$ we can use
- an existing element of $\widehat{\mathrm{B}}\left(i^{\prime}, d_{0}^{\prime}, d_{1}^{\prime}\right)$
- or corecursively define $\widehat{\mathrm{b}}^{\prime}=\widehat{\mathrm{b}}\left(j^{\prime}\right)$ for some $j^{\prime}$
such that $\widehat{j}\left(j^{\prime}\right)=i^{\prime}, \widehat{d}_{0}\left(j^{\prime}\right)=d_{0}^{\prime}, \widehat{d}_{1}\left(j^{\prime}\right)=d_{1}^{\prime}$.
$\widehat{\mathrm{b}}\left(j^{\prime}\right)$ will be called the corecursion-hypothesis.

As an example we consider bisimulation for a labelled transition system. A labelled transition system is given by set of states $S$, a set of labels $L$ a relation $\longrightarrow \subseteq \mathrm{S} \times \mathrm{L} \times \mathrm{S}$ where we write $s \xrightarrow{l} s^{\prime}$ for $\left\langle s, l, s^{\prime}\right\rangle \in \longrightarrow$. Bisimulation $\operatorname{Bisim}\left(s, s^{\prime}\right)$ in a transition system can be given by the coalgebraically defined relation $\operatorname{Bisim}\left(s, s^{\prime}\right)$ for the eliminators

$$
\begin{aligned}
& \mathrm{E}_{1}: \quad\left(s, s^{\prime} \in \mathrm{S}\right) \rightarrow \operatorname{Bisim}\left(s, s^{\prime}\right) \rightarrow(l \in \mathrm{~L}) \rightarrow\left(s_{0} \in\left\{s_{0} \in \mathrm{~S} \mid s \xrightarrow{l} s_{0}\right\}\right) \\
& \rightarrow\left(\left(s_{0}^{\prime} \in\left\{s_{0}^{\prime} \in \mathrm{S} \mid s^{\prime} \xrightarrow{l} s_{0}^{\prime}\right\}\right) \times \operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\right)\right) \\
& \mathrm{E}_{2}:\left(s, s^{\prime} \in \mathrm{S}\right) \rightarrow \operatorname{Bisim}\left(s, s^{\prime}\right) \rightarrow(l \in \mathrm{~L}) \rightarrow\left(s_{0}^{\prime} \in\left\{s_{0}^{\prime} \in \mathrm{S} \mid s^{\prime} \xrightarrow{l} s_{0}^{\prime}\right\}\right) \\
& \rightarrow\left(\left(s_{0} \in\left\{s_{0} \in \mathrm{~S} \mid s \xrightarrow{l} s_{0}\right\}\right) \times \operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\right)\right)
\end{aligned}
$$

The existence of $E_{1}$ and $E_{2}$ is equivalent to

$$
\begin{aligned}
& \forall s, s^{\prime} \in \mathrm{S} . \operatorname{Bisim}\left(s, s^{\prime}\right) \rightarrow \forall l \in \mathrm{~L} . \forall s_{0} \in \mathrm{~S} .\left(s \xrightarrow{l} s_{0}\right) \\
& \rightarrow \exists s_{0}^{\prime} \in \mathrm{S} . s^{\prime} \xrightarrow{l} s_{0}^{\prime} \wedge \operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\right) \\
& \forall s, s^{\prime} \in \mathrm{S} . \operatorname{Bisim}\left(s, s^{\prime}\right) \rightarrow \forall l \in \mathrm{~L} . \forall s_{0}^{\prime} \in \mathrm{S} .\left(s^{\prime} l\right. \\
&\left.s_{0}^{\prime}\right) \\
& \rightarrow \exists s_{0} \in \mathrm{~S} . s \xrightarrow{l} s_{0} \wedge \operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\right)
\end{aligned}
$$

Note that the type of $\mathrm{E}_{1}$ is equivalent to

$$
\begin{aligned}
\mathrm{E}_{1}^{\prime}: & \left(s, s^{\prime} \in \mathrm{S}\right) \rightarrow \operatorname{Bisim}\left(s, s^{\prime}\right) \\
& \rightarrow\left(s_{0}^{\prime} \in(l \in \mathrm{~L}) \rightarrow\left\{s_{0} \in\left\{s_{0} \in \mathrm{~S} \mid s \xrightarrow{l} s_{0}\right\} \rightarrow \mathrm{S}\right)\right. \\
& \times\left(\left(\left\langle l, s_{0}\right\rangle \in\left((l \in \mathrm{~L}) \times\left\{s_{0} \in \mathrm{~S} \mid s \xrightarrow{l} s_{0}\right\}\right)\right) \rightarrow \operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\left(l, s_{0}\right)\right)\right)
\end{aligned}
$$

similarly for $\mathrm{E}_{2}$ and both constructors can be unified into one. Therefore this relation is an instance of a strictly positive indexed coinductively defined set as defined in this article.

A proof of bisimulation by corecursion can be done by using the following schema: Let $I \in \operatorname{Set}, s, s^{\prime}: I \rightarrow \mathrm{~S}$.

We can prove $\forall i \in \operatorname{I} . \operatorname{Bisim}\left(s(i), s^{\prime}(i)\right)$ coinductively by defining for any $i \in \mathrm{I}$

- for any $l \in \mathrm{~L}, s_{0} \in \mathrm{~S}$ s.t. $s(i) \xrightarrow{l} s_{0}$ an $s_{0}^{\prime} \in \mathrm{S}$ s.t.
$-s^{\prime}(i) \xrightarrow{l} s_{0}^{\prime}$
- and s.t. $\operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\right)$
where one can for prove the latter by invoking the Coinduction Hypothesis
$\operatorname{Bisim}\left(s\left(i^{\prime}\right), s^{\prime}\left(i^{\prime}\right)\right)$ for some $i^{\prime}$ such that $s\left(i^{\prime}\right)=s_{0}, s^{\prime}\left(i^{\prime}\right)=s_{0}^{\prime}$.
- for any $l \in \mathrm{~L}, s_{0}^{\prime} \in \mathrm{S}$ s.t. $s^{\prime}(i) \xrightarrow{l} s_{0}^{\prime}$ an $s_{0} \in$ S s.t.
$-s(i) \xrightarrow{l} s_{0}$
- and s.t. $\operatorname{Bisim}\left(s_{0}, s_{0}^{\prime}\right)$
where one can prove the latter by invoking the Coinduction Hypothesis
$\operatorname{Bisim}\left(s\left(i^{\prime}\right), s^{\prime}\left(i^{\prime}\right)\right)$ for some $i^{\prime}$ such that $s\left(i^{\prime}\right)=s_{0}, s^{\prime}\left(i^{\prime}\right)=s_{0}^{\prime}$.

As an example consider $\mathrm{S}=\mathbf{1} \times \mathbb{N}, \mathrm{L}=$ tick with transitions $* \xrightarrow{\text { tick }} *$ and $n \xrightarrow{\text { tick }}(n+1)$. We show $\forall n \in \mathbb{N} \cdot \operatorname{Bisim}(*, n)$ by coinduction on Bisim. Assume $n \in \mathbb{N}$.
Assume $* \xrightarrow{l} s$. Then $l=$ tick, $s=*, n \xrightarrow{\text { tick }}(n+1)$ and by co-IH $\operatorname{Bisim}(*, n+1)$.
Assume $n \xrightarrow{l} s$. Then $l=$ tick, $s=n+1, * \xrightarrow{\text { tick }} *$ and by co-IH $\operatorname{Bisim}(*, n+1)$.

## 10 Conclusion

We have investigated indexed inductive and coinductively defined sets and shown that induction is equivalent to the initial algebra definition and coinduction, corecursion and coinduction are equivalent. We have developed schemata for defining informally elements of coinductively defined sets corecursively and for proving equality of elements by coinduction. We have seen that examples how to actually carry out such definitions and proofs informally.

We belief that carrying out such arguments about coinductively defined sets by corecursion and coinduction informally while referring to the coinduction and corecursion hypothesis makes it more intuitive to carry out such arguments. We hope that it will in the future become as natural to carry out such arguments as it has become natural to define functions into inductively defined sets by primitive recursion and to prove properties by induction in an intuitive way.
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[^1]:    ${ }^{1}$ This holds only in indexed inductive-definitions; in indexed inductive-recursive definitions arguments can depend on T applied to previous inductive arguments.

[^2]:    ${ }^{2}$ Note that we deviate from standard category theory in so far as we fix the function tree: tree is the curried version of the constructor, which we introduced before. In standard category theory both the set Tree and the function tree can be arbitrary, and therefore the initial algebra is only unique up to isomorphism. Note as well that above we had the convention that we identify tree with its uncurried form tree. Without this convention one would say that (Tree, tree) is an F-algebra.
    ${ }^{3}$ Here, F is as above, i.e. strictly positive.
    ${ }^{4}$ Again tree is the curried version of the constructor defined before.

[^3]:    ${ }^{5}$ Note that in contrast to other sections, tree can be an arbitrary function of this type, and Tree is assumed just to be an element of Set ${ }^{\mathrm{I}}$.

